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Preface

Message from the General Chairs

Dear authors and readers,
It is with great pleasure that we write this foreword to the proceedings of the

third Southern African Conference for Artificial Intelligence Research (SACAIR
2022), held as a hybrid online and in-person event from the 5th to 9th December
2022. The program included an unconference for students on the 5th December
2022 (a student-driven event allowing students to interact with each other and
with sponsors and potential employers), a day of tutorials on the 6th December,
and the main conference from 7− 9 December 2022.

SACAIR 2022 is the third international conference focused on Artificial In-
telligence hosted by the SACAIR Steering Committee, an affiliate of the Centre
for AI Research (CAIR), South Africa. The Centre for AI Research (CAIR)1 is
a South African distributed research network established in 2011 that aims to
build world-class Artificial Intelligence research capacity in South Africa. CAIR
conducts foundational, directed, and applied research into various aspects of AI
through its nine research groups based at six South African universities (the
University of Pretoria, the University of KwaZulu-Natal, the University of Cape
Town, Stellenbosch University, University of the Western Cape and North West
University).

The inaugural CAIR conference, the Forum for AI Research (FAIR 2019)
was held in Cape Town, South Africa, in December 2019, SACAIR 2020 was
held in February 2021 after being postponed due to the Covid pandemic and
SACAIR 2021 was an online event hosted by the University of KwaZulu-Natal,
in Durban, in December 2021.

We are pleased that this, our third annual Southern African Conference for
Artificial Intelligence Research (SACAIR), continued to enjoy the confidence of
the South African artificial intelligence research community. The 2022 confer-
ence attracted support from both authors, who submitted high-quality research
papers, as well as researchers who supported the conference by serving on the
international program committee.

Any sufficiently advanced technology has the potential to transform society
for better or worse. Artificial Intelligence technologies in general, and their cur-
rent data-driven form, has the potential to transform our world for the better.
However, especially in the context of machine learning applications, there are
well founded concerns around fairness, structural bias and amplification of exist-
ing social stereotypes, privacy, transparency, accountability and responsibility,
and trade-offs among all these concerns, especially within the context of security,
robustness, and accuracy of AI systems. These issues talk directly to concerns
around social justice that have become ever more important in the modern age.
1 https://www.cair.org.za/
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It was decided that the theme for SACAIR 2022 should be AI for Social Jus-
tice. The choice of conference theme was intended to ensure multi-disciplinary
contributions that focus both on the technical aspects and social impact and
consequences of AI technologies. To give expression to this, the conference was
organized as a multi-track conference that would cover broad areas of Artificial
Intelligence namely:

– Algorithmic, Data Driven and Symbolic AI (Computer Science & Engineer-
ing)

– Socio-technical and human-centered AI (Information Systems)
– Responsible and Ethical AI (Philosophy and Law)
– Inter- and transdisciplinary AI research

The accepted papers show a healthy balance between contributions from
logic-based AI and those from data-driven AI, as the focus on knowledge rep-
resentation and reasoning remains an important ingredient of studying and ex-
tending human intelligence. In addition, important contributions from the fields
of social-technical and human-centred AI and responsible and ethical AI are
reported in this volume.

We expect this multi- and interdisciplinary conference to grow into the pre-
mier AI conference in Southern Africa as it brings together nationally and inter-
nationally established and emerging researchers from across disciplines including
Computer Science, Engineering, Mathematics, Statistics, Informatics, Philoso-
phy and Law. The conference is also focused on cultivating and establishing a
network of talented students working in AI from across Africa.

A conference of this nature is not possible without the hard work and contri-
butions from many stakeholders. We extend our sincere gratitude to our spon-
sors: the Artificial Intelligence Journal (AIJ), the National Institute of Com-
putational Sciences (NiTHeCS), the Centre for Artificial Intelligence Research
(CAIR) and the BMW IT Hub South Africa. These sponsors have made it pos-
sible to offer generous scholarships to students and emerging academics to par-
ticipate in the conference. We sincerely thank the technical chairs for their work
in overseeing technical aspects of the conference and the publication of the two
volumes of the proceedings, the international panel of reviewers, our keynotes,
authors, and participants for their contributions. Finally, we extend our grat-
itude to the track chairs, the local organizing committee, student organizers,
and the conference organizer for their substative contributions to the success of
SACAIR 2022.

October 2022 Alta de Waal
Bruce Watson
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Forward

Message from the Program Chairs

This online proceedings the Third Southern African Conference of Artificial In-
telligence Research (SACAIR 2022) is presented in two volumes. The first is
published as Volume 1734 of the Springer series, Communications in Computer
and Information Science - CCIS (https://link.springer.com/book/10.1007/
978-3-031-22321-1). This online proceedings contains the abstracts of these
papers. Volume II presents the selected and revised papers accepted for presen-
tation at the conference and published in full.

The inter- and trans-disciplinary nature of the SACAIR series of conferences
in Artificial Intelligence is unique in providing a venue for researchers from a
diverse set of disciplines that include Computer Science, Engineering, Informa-
tion Systems, Law and Philosophy and the Humanities. The organization of such
a conference has to carefully consider the differing research methods, interests,
publication standards, and cultures of these disciplines. The conference was thus
organized around four tracks: Algorithmic, Symbolic and Data-Driven AI (Com-
puter Science and Engineering - CSE), Socio-technical and human-centered AI
(Information Systems - IS), Responsible and Ethical AI (Philosophy and Law -
PHIL) and Inter- and trans-disciplinary AI research.

The program committee comprised 112 members (representing some 43 re-
search institutions), 28 of whom were from outside Southern Africa. Each paper
was reviewed by at least two members of the program committee in a rigor-
ous, double-blind process. Great care was taken to ensure the integrity of the
conference including careful attention to avoid conflicts of interest. The follow-
ing criteria were used to rate submissions and to guide decisions: relevance to
SACAIR, significance, technical quality, scholarship, and presentation that in-
cluded quality and clarity of writing.

We received just under 100 abstracts, and after submission and a first round
of evaluation, 73 submissions were sent to our SACAIR program committee for
review. The papers consisted of 54 in the CSE track, 11 in the IS track and 7
in the PHIL track. Twenty-six full research papers were selected for publication
in the Springer CCIS volume (an acceptance rate of 35.6%), whilst a further
18 papers were accepted for inclusion in this online volume (24.7% acceptance
rate). The total acceptance rate for publication in the two volumes was 60.2%
for reviewed submissions. In total, four papers from the Responsible and Ethical
AI track, eight papers from Socio-technical and human-centered AI track and
32 papers the Algorithmic, Symbolic and Data-Driven AI were accepted for
publication in the two volumes.

Thank you to all the authors who submitted work of an exceptional standard
to the conference and congratulations to the authors whose work was accepted
for publication. We place on record our gratitude to the program committee

https://link.springer.com/book/10.1007/978-3-031-22321-1
https://link.springer.com/book/10.1007/978-3-031-22321-1
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members whose thoughtful and constructive comments were well received by
the authors.

Papers in these two volumes are organised per the three tracks.

December 2022
Anban W. Pillay

Edgar Jembere
Aurona Gerber
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Part I

Volume I:
Algorithmic, Data Driven

and Symbolic AI (Computer
Science & Engineering)





Adversarial Training for Channel State
Information Estimation in LTE Multi-Antenna

Systems

AJ Oosthuizen1,2[0000−0001−7471−6384], ASJ Helberg1[0000−0001−6833−5163], and
MH Davel1,2,3[0000−0003−3103−5858]

1 Faculty of Engineering, North-West University, South Africa
aj.oosthuizen.ao@gmail.com
albert.helberg@nwu.ac.za
marelie.davel@nwu.ac.za

Abstract. Deep neural networks can be utilised for channel state infor-
mation (CSI) estimation in wireless communications. We aim to decrease
the bit error rate of such networks without increasing their complexity,
since the wireless environment requires solutions with high performance
while constraining implementation cost. For this reason, we investigate
the use of adversarial training, which has been successfully applied to
image super-resolution tasks that share similarities with CSI estimation
tasks. CSI estimators are usually trained in a Single-In Single-Out (SISO)
configuration to estimate the channel between two specific antennas and
then applied to multi-antenna configurations. We show that the perfor-
mance of neural networks in the SISO training environment is not nec-
essarily indicative of their performance in multi-antenna systems. The
analysis shows that adversarial training does not provide advantages in
the SISO environment, however, adversarially trained models can outper-
form non-adversarially trained models when applying antenna diversity
to Long-Term Evolution systems. The use of a feature extractor net-
work is also investigated in this study and is found to have the potential
to enhance the performance of Multiple-In Multiple-Out antenna con-
figurations at higher SNRs. This study emphasises the importance of
testing neural networks in the context of use while also showing possi-
ble advantages of adversarial training in multi-antenna systems without
necessarily increasing network complexity.

Keywords: Channel state information · Deep learning · Adversarial
training · Multiple-In Multiple-Out systems · Long-Term Evolution

2 Centre for Artificial Intelligence Research (CAIR), South Africa.

3 National Institute for Theoretical and Computational Sciences (NITheCS), South
Africa.
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Content-based medical image retrieval using a
class similarity-aware cross-entropy loss

Anicet Hounkanrin (�), Paul Amayo, and Fred Nicolls

Department of Electrical Engineering, University of Cape Town,
Cape Town, South Africa

hnkmah001@myuct.ac.za, paul.amayo@uct.ac.za, fred.nicolls@uct.ac.za

Abstract. This paper addresses the problem of content-based image re-
trieval (CBIR) in a database of medical images using a two-step strategy.
The first step consists in building a classification model using a state-of-
the-art convolutional neural network for a preliminary screening of the
query images. The classification model is trained using a weighted cross-
entropy cost function that accounts for the similarity between classes.
The second step of our CBIR method consists in searching for similar
images in the database given the predicted class from the previous step.
A histogram of oriented gradients (HOG) feature descriptor is used to
reduce all images to lower dimensional feature vectors, and the similar-
ity between a query image and the images in the database is evaluated
by computing the Euclidean distance between the HOG feature vectors.
The proposed method achieved an error score of 123.02 on the IRMA
dataset, which represents an improvement of 7.12% over the state-of-the-
art result.

Keywords: Content-based image retrieval · Image classification · Con-
volutional neural networks · Cross-entropy loss

SACAIR2022 Proceedings Volume 1 Hounkanrin, A et. al
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Jacobian Norm Regularisation and Conditioning
in Neural ODEs⋆

Shane Josias1,2[0000−0003−2073−483X] and Willie Brink1[0000−0002−4081−8232]

1Applied Mathematics, Stellenbosch University
2 School for Data Science and Computational Thinking, Stellenbosch University

{josias,wbrink}@sun.ac.za

Abstract. A recent line of work regularises the dynamics of neural or-
dinary differential equations (neural ODEs), in order to reduce the num-
ber of function evaluations needed by a numerical ODE solver during
training. For instance, in the context of continuous normalising flows,
the Frobenius norm of Jacobian matrices are regularised under the hy-
pothesis that complex dynamics relate to an ill-conditioned ODE and
require more function evaluations from the solver. Regularising the Ja-
cobian norm also relates to sensitivity analysis in the broader neural
network literature, where it is believed that regularised models should
be more robust to random and adversarial perturbations in their input.
We investigate the conditioning of neural ODEs under different Jacobian
regularisation strategies, in a binary classification setting. Regularising
the Jacobian norm indeed reduces the number of function evaluations re-
quired, but at a cost to generalisation. Moreover, naively regularising the
Jacobian norm can make the ODE system more ill-conditioned, contrary
to what is believed in the literature. As an alternative, we regularise the
condition number of the Jacobian and observe a lower number of function
evaluations without a significant decrease in generalisation performance.
We also find that Jacobian regularisation does not guarantee adversarial
robustness, but it can lead to larger margin classifiers.

Keywords: Neural ODEs · Regularisation · Sensitivity.

⋆ This work is based on research supported by the National Research Foundation of
South Africa (grant number 138341).
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Improving Cause-of-Death Classification from
Verbal Autopsy Reports

Thokozile Manaka1[0000−0001−9910−4480], Terence van Zyl2[0000−0003−4281−630X],
and Deepak Kar3[0000−0002−4238−9822]
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Abstract. In many lower-and-middle income countries including South
Africa, data access in health facilities is restricted due to patient pri-
vacy and confidentiality policies. Further, since clinical data is unique to
individual institutions and laboratories, there are insufficient data anno-
tation standards and conventions. As a result of the scarcity of textual
data, natural language processing (NLP) techniques have fared poorly
in the health sector. A cause of death (COD) is often determined by a
verbal autopsy (VA) report in places without reliable death registration
systems. A non-clinician field worker does a verbal autopsy (VA) report
using a set of standardized questions as a guide to uncover symptoms of
a COD. This analysis focuses on the textual part of the VA report as a
case study to address the challenge of adapting NLP techniques in the
health domain. We present a system that relies on two transfer learning
paradigms of monolingual learning and multi-source domain adaptation
to improve VA narratives for the target task of the COD classification.
We use the Bidirectional Encoder Representations from Transformers
(BERT) and Embeddings from Language Models (ELMo) models pre-
trained on the general English and health domains to extract features
from the VA narratives. Our findings suggest that this transfer learning
system improves the COD classification tasks and that the narrative text
contains valuable information for figuring out a COD. Our results fur-
ther show that combining binary VA features and narrative text features
learned via this framework boosts the classification task of COD.

Keywords: Natural Language Processing · Transfer Learning · Mono-
lingual Learning · Multi-domain Adaptation · Cause of Death
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Abstract. In interactive digital media, such as video games, bringing
about an adaptive or personalised experience requires a mechanism for
correctly classifying or identifying the player style, before attempting to
modify the experience in some way that improves player interest and
immersion. This work presents a framework for solving this problem of
in-game real time playstyle classification. We propose a hybrid proba-
bilistic supervised learning approach, using Bayesian Inference informed
by a K-Nearest Neighbors based likelihood, that is able to classify players
in real time at every step within a given game level using only the latest
player action or state observation. This improves on current approaches
dependent on previous episodic player action trajectories in order to clas-
sify the player. Furthermore, we highlight the effect that this representa-
tion of the player state-action observation has on the in-game playstyle
classification’s accuracy, prediction stability, and generalisability. We ap-
ply and test our framework using MiniDungeons, a rogue-like dungeon
exploration game, and further evaluate our framework using a natural
dataset containing human player action data from the platforming game
Super Mario Bros. The experimental results obtained from our approach
outperforms existing work in both domains. Furthermore, the evaluation
results highlights the ability of our framework to generalise to unseen
levels, without the need for additional retraining. Additionally, the Su-
per Mario evaluation results illustrates the scalability of our framework
to a more complex game environment with human player data.

Keywords: Game AI · Playstyle Identification · Playstyles · Player
Modeling · Supervised Learning · Bayesian Inference · K-Nearest
Neighbour · Rogue-like · Platforming · MiniDungeons · Super Mario
Bros.
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Abstract. Classification margins are commonly used to estimate the
generalization ability of machine learning models. We present an empiri-
cal study of these margins in artificial neural networks. A global estimate
of margin size is usually used in the literature. In this work, we point out
seldom considered nuances regarding classification margins. Notably, we
demonstrate that some types of training samples are modelled with con-
sistently small margins while affecting generalization in different ways.
By showing a link with the minimum distance to a different-target sample
and the remoteness of samples from one another, we provide a plausible
explanation for this observation. We support our findings with an analy-
sis of fully-connected networks trained on noise-corrupted MNIST data,
as well as convolutional networks trained on noise-corrupted CIFAR10
data.

Keywords: Classification margin · Label corruption · Generalization
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Abstract. Spatial-temporal graph neural networks (ST-GNN) have been
shown to be highly effective for flow prediction in dynamic systems, but
are under explored for weather prediction applications. We compare and
evaluate Graph WaveNet (GWN) and the Low Rank Weighted Graph
Neural Network (WGN) for weather prediction in South Africa. We com-
pare these results to two basic temporal deep neural networks architec-
tures, i.e. the Long Short-Term Memory (LSTM) and the Temporal Con-
volutional Neural Network (TCN), for maximum temperature prediction
across 21 weather stations in South Africa. We also perform rigorous ex-
periments to evaluate the stability and robustness of both ST-GNNs. The
results show that the GWN model outperforms the other models across
different prediction horizons with an average SMAPE score of 8.30%.
We also analyse and compare learnt adjacency matrices of the two ST-
GNNs to gain insights into the prominent spatial-temporal dependencies
between weather stations.

Keywords: Graph Neural Networks · Weather Forecasting · Spatial-
Temporal Dependencies
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Abstract. Context-aware recommendation systems improve upon clas-
sical recommender systems by including, in the modelling, a user’s be-
haviour. Research into context-aware recommendation systems has pre-
viously only considered the sequential ordering of items as contextual
information. However, there is a wealth of unexploited additional multi-
modal information available in auxiliary knowledge related to items. This
study extends the existing research by evaluating a multi-modal recom-
mendation system that exploits the inclusion of comprehensive auxiliary
knowledge related to an item. The empirical results explore extracting
vector representations (embeddings) from unstructured and structured
data using data2vec. The fused embeddings are then used to train several
state-of-the-art transformer architectures for sequential user-item repre-
sentations. The analysis of the experimental results shows a statistically
significant improvement in prediction accuracy, which confirms the ef-
fectiveness of including auxiliary information in a context-aware recom-
mendation system. We report a 4% and 11% increase in the NDCG score
for long and short user sequence datasets, respectively.

Keywords: Recommendation Systems · Multi modal · Auxiliary Infor-
mation · Context aware · Transformer · data2vec
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Abstract. In supervised machine learning, the choice of loss function
implicitly assumes a particular noise distribution over the data. For ex-
ample, the frequently used mean squared error (MSE) loss assumes a
Gaussian noise distribution. The choice of loss function during training
and testing affects the performance of artificial neural networks (ANNs).
It is known that MSE may yield substandard performance in the presence
of outliers. The Cauchy loss function (CLF) assumes a Cauchy noise dis-
tribution, and is therefore potentially better suited for data with outliers.
This papers aims to determine the extent of robustness and generalis-
ability of the CLF as compared to MSE. CLF and MSE are assessed on
a few handcrafted regression problems, and a real-world regression prob-
lem with artificially simulated outliers, in the context of ANN training.
CLF yielded results that were either comparable to or better than the
results yielded by MSE, with a few notable exceptions.

Keywords: mean squared error (MSE), Cauchy loss function (CLF), loss func-
tions, generalisation, outliers
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Abstract. Cricket batters will often measure their performance through
comparisons against successful batters or feedback provided by experts.
Action Similarity Assessment is the task of comparing the similarity or
dissimilarity of an action between two actors to determine how similar
the actions they perform are to one another. This research paper pro-
poses the use of a Siamese Convolution Neural Network to compute the
similarity distances between different batters using video footage. Due to
the limited research surrounding action similarity, a new dataset is pro-
posed to help foster future works pertaining to action similarity. Three
architectures are proposed to determine which architecture is best suited
for the domain: a custom CNN, Inception Resnet V2, and Xception. From
the results obtained, it can be concluded that the best solution for the ac-
tion similarity assessment task within cricket video footage is a Siamese
Xception architecture, achieving a model accuracy of 98%.

Keywords: Cricket Action Similarity · Xception · Inception Resnet
V2 · Siamese Network.
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Abstract. Sparse Transformers have surpassed Graph Neural Networks
(GNNs) as the state-of-the-art architecture for multi-hop question an-
swering (MHQA). Noting that the Transformer is a particular message
passing GNN, in this paper we perform an architectural analysis and
evaluation to investigate why the Transformer outperforms other GNNs
on MHQA. We simplify existing GNN-based MHQA models and leverage
this system to compare GNN architectures in a lower compute setting
than token-level models. Our results support the superiority of the Trans-
former architecture as a GNN in MHQA. We also investigate the role of
graph sparsity, graph structure, and edge features in our GNNs. We find
that task-specific graph structuring rules outperform the random con-
nections used in Sparse Transformers. We also show that utilising edge
type information alleviates performance losses introduced by sparsity.

Keywords: Transformers · Graph Neural Networks · Question An-
swering.
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Abstract. Missing data is a common concern in health datasets, and
its impact on good decision-making processes is well documented. Our
study’s contribution is a methodology for tackling missing data problems
using a combination of synthetic dataset generation, missing data impu-
tation and deep learning methods to resolve missing data challenges.
Specifically, we conducted a series of experiments with these objectives;
a) generating a realistic synthetic dataset, b) simulating data missing-
ness, c) recovering the missing data, and d) analyzing imputation perfor-
mance. Our methodology used a gaussian mixture model whose parame-
ters were learned from a cleaned subset of a real demographic and health
dataset to generate the synthetic data. We simulated various missingness
degrees ranging from 10%, 20%, 30%, and 40% under the missing com-
pletely at random scheme MCAR. We used an integrated performance
analysis framework involving clustering, classification and direct impu-
tation analysis. Our results show that models trained on synthetic and
imputed datasets could make predictions with an accuracy of 83% and
80% on a) an unseen real dataset and b) an unseen reserved synthetic test
dataset, respectively. Moreover, the models that used the DAE method
for imputed yielded the lowest log loss an indication of good performance,
even though the accuracy measures were slightly lower. In conclusion, our
work demonstrates that using our methodology, one can reverse engineer
a solution to resolve missingness on an unseen dataset with missingness.
Moreover, though we used a health dataset, our methodology can be
utilized in other contexts.

Keywords: deep learning · missing data · machine learning · impu-
tation.
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Abstract. The Kraus, Lehmann and Magidor (KLM) framework is an
extension of Propositional Logic (PL) that can perform defeasible rea-
soning. The results of defeasible reasoning using the KLM framework
are often challenging to understand. Therefore, one needs a framework
within which it is possible to provide justifications for conclusions drawn
from defeasible reasoning. This paper proposes a theoretical framework
for defeasible justification in PL and a software tool that implements the
framework. The theoretical framework is based on an existing theoret-
ical framework for Description Logic (DL). The defeasible justification
algorithm uses the statement ranking required by the KLM-style form of
defeasible entailment known as Rational Closure. Classical justifications
are computed based on materialised formulas (classical counterparts of
defeasible formulas). The resulting classical justifications are converted
to defeasible justifications, based on the input knowledge base. We pro-
vide an initial evaluation of the framework and the software tool by
testing it with a representative example.

Keywords: Knowledge Representation · Propositional Logic · The
KLM Framework · Defeasible Justification · Rational Closure · De-
feasible Justification Tool
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Abstract. Inductive inference operators generate non-monotonic inference re-
lations on the basis of a set of conditionals. Examples include rational closure,
system P and lexicographic inference. For most of these systems, inference has a
high worst-case computational complexity. Recently, the notion of syntax split-
ting has been formulated, which allows restricting attention to subsets of condi-
tionals relevant for a given query. In this paper, we define algorithms for inductive
inference that take advantage of syntax splitting in order to obtain more efficient
decision procedures. In particular, we show that relevance allows to use the mod-
ularity of knowledge base is a parameter that leads to tractable cases of inference
for inductive inference operators such as lexicographic inference.
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Abstract. Recognition of affective states to enhance e-learning plat-
forms has been a topic of machine learning research. Compared to other
input modalities, facial expressions have the potential to reveal nonverbal
cues about a learner’s learning affect. However, most studies were limited
in their analysis of learning affects exhibited by a learner with the pos-
sibility of providing appropriate feedback to teachers and learners. This
work proposes an adaptive reasoning mechanism that considers the esti-
mated affective states and learning affect in generating feedback with rea-
soning incorporated. This work utilizes a Convolutional Neural Network-
Bidirectional Long-Short Term Memory (CNN-BiLSTM) cascade frame-
work for affective states analysis through processing a live/stored ob-
servation of a learner in the form of a temporal signal. Using the pro-
posed ensemble, four affective states were estimated, namely boredom,
confusion, frustration, and engagement. Dataset for Affective States in
E-Environment (DAiSEE) was used to train, validate, and test the base-
line model, which reported an accuracy of 86% on 4305 test samples. In
the next stage, mappings between estimated affective states and learning
affects (i.e. positive, negative and neutral) were established based on an
adaptive mapping mechanism, to consolidate the mapping between af-
fective states and learning affects. Live testing and survey feedback were
then used to further validate, adapt and amend the feedback process. In-
corporating and interpreting the estimated affective states and learning
affect is imperative in providing information to both teachers and learn-
ers, and hence potentially improve the existing e-learning platforms.

Keywords: Affective states recognition · E-Learning · Adaptive Rea-
soning · Learning Affect.
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Abstract. Diffusion models have shown exceptional scaling properties
in the image synthesis domain, and initial attempts have shown simi-
lar benefits for applying diffusion to unconditional text synthesis. De-
noising diffusion models attempt to iteratively refine a sampled noise
signal until it resembles a coherent signal (such as an image or writ-
ten sentence). In this work we aim to see whether the benefits of dif-
fusion models can also be realized for speech recognition. To this end,
we propose a new way to perform speech recognition using a diffusion
model conditioned on pretrained speech features. Specifically, we pro-
pose TransFusion: a transcribing diffusion model which iteratively de-
noises a random character sequence into coherent text corresponding to
the transcript of a conditioning utterance. We demonstrate comparable
performance to existing high-performing contrastive models on the Lib-
riSpeech speech recognition benchmark. To the best of our knowledge,
we are the first to apply denoising diffusion to speech recognition. We
also propose new techniques for effectively sampling and decoding multi-
nomial diffusion models. These are required because traditional methods
of sampling from acoustic models are not possible with our new discrete
diffusion approach.

Keywords: Denoising diffusion · Speech recognition · Diffusion de-
coding
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Abstract. Annotating a multilingual code-switched corpus is a painstak-
ing process requiring specialist linguistic expertise. This is partly due to
the large number of language combinations that may appear within and
across utterances, which might require several annotators with different
linguistic expertise to consider an utterance sequentially. This is time-
consuming and costly. It would be useful if the spoken languages in
an utterance and the boundaries thereof were known before annotation
commences, to allow segments to be assigned to the relevant language
experts in parallel. To address this, we investigate the development of a
continuous multilingual language diarizer using fine-tuned speech repre-
sentations extracted from a large pre-trained self-supervised architecture
(WavLM). We experiment with a code-switched corpus consisting of five
South African languages (isiZulu, isiXhosa, Setswana, Sesotho and En-
glish) and show substantial diarization error rate improvements for lan-
guage families, language groups, and individual languages over baseline
systems.

Keywords: Language Diarization · Code-Switched Speech · Low-Resource
· WavLM
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Abstract. Documents detailing South African history contain ambigu-
ous names. These may be due to people having the same name or the
same person being referred to by different names. Thus, when search-
ing for information about a particular person, the name used may af-
fect the results. This problem may be alleviated by using a Named En-
tity Disambiguation (NED) system to disambiguate names by linking
them to a knowledge base. Hence, a multilingual language model-based
NED system was developed to disambiguate people’s names within a
historical South African context using documents from the 500 Year
Archive (FHYA) written in English and isiZulu. The multilingual lan-
guage model-based system improved on a probability-based baseline and
achieved a micro F1-score of 0.726. However, the system performed worse
on documents written in isiZulu compared to the English documents.
Thus, the system was augmented with handcrafted rules, resulting in a
small but significant improvement in F1-score.

Keywords: natural language processing, named entity disambiguation,
machine learning, South African languages, transformers
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Abstract. Passive acoustic monitoring with hydrophones makes it pos-
sible to detect the presence of marine animals over large areas. For mon-
itoring to be cost-effective, this process should be fully automated. We
explore a new approach to detecting whale calls, using an end-to-end
neural architecture and traditional speech features. We compare the re-
sults of the new approach with a convolutional neural network (CNN)
applied to spectrograms, currently the standard approach to whale call
detection. Experiments are conducted using the “Acoustic trends for the
blue and fin whale library” from the Australian Antarctic Data Centre
(AADC). We experiment with different types of speech features (mel
frequency cepstral coefficients and filter banks) and different ways of
framing the task. We demonstrate that a time delay neural network is
a viable solution for whale call detection, with the additional benefit
that spectrogram tuning – required to obtain high-quality spectrograms
in challenging acoustic conditions – is no longer necessary. While the
initial speech feature-based system (accuracy 96%) did not outperform
the CNN (accuracy 98%) when trained on exactly the same dataset, it
presents a viable approach to explore further.

Keywords: Convolutional neural network · Time delay neural network
· Speech features · Whale call detection · Australian Antarctic Data
Centre.
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Abstract. Sentiment transfer involves changing the sentiment of a sen-
tence, such as from a positive to negative sentiment, while maintain-
ing the informational content. Given the dearth of parallel corpora in
this domain, sentiment transfer and other text rewriting tasks have been
posed as unsupervised learning problems. In this paper we propose a self-
supervised approach to sentiment or text style transfer. First, sentiment
words are identified through an interpretable text classifier based on the
method of rationales. Second, a pretrained BART model is fine-tuned
as a denoising autoencoder to autoregressively reconstruct sentences in
which sentiment words are masked. Third, the model is used to gener-
ate a parallel corpus, filtered using a sentiment classifier, which is used
to fine-tune the model further in a self-supervised manner. Human and
automatic evaluations show that on the Yelp sentiment transfer dataset
the performance of our self-supervised approach is close to the state-
of-the-art while the BART model performs substantially better than a
sequence-to-sequence baseline. On a second dataset of Amazon reviews
our approach scores high on fluency but struggles more to modify sen-
timent while maintaining sentence content. Rationale-based sentiment
word identification obtains similar performance to the saliency-based
sentiment word identification baseline on Yelp but underperforms it on
Amazon. Our main contribution is to demonstrate the advantages of
self-supervised learning for unsupervised text rewriting.

Keywords: Text Style Transfer · Self-Supervised Learning · Trans-
formers.
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Abstract. Sentiment analysis has the potential to help analyse peo-
ple’s opinions and emotions on social issues [?]. We believe that in mul-
tilingual communities sentiment analysis systems should be even used
to quickly discover which social challenges exist. This would help gov-
ernment departments target those issues more precisely and effectively.
Consequently, in this paper we describe our experiments to apply cross-
lingual sentiment analysis on South African tweets to detect social chal-
lenges described in English, Sepedi (i.e. Northern Sotho) and Setswana
tweets. We investigated the polarities of the 10 most emerging topics in
the tweets that fall within jurisdictional areas of 10 South African gov-
ernment departments. Our AI-driven systems indicate that the topics of
employment, police service, education, and health are particularly prob-
lematic for the investigated multilingual communities since more than
50% of the tweets are categorised as negative, whereas the mood regard-
ing the topics of agriculture and rural development is rather positive. Our
developed systems can be easily extended to other topics and languages.

Keywords: AI for Social Good · Sentiment Analysis · Natural Lan-
guage Processing · South Africa.
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Abstract. The need to authenticate people using their biometric attributes and 
tighten information security in organisations significantly increased over the 
years and public services are no exception. Selecting suitable, robust, relevant and 
beneficial multimodal biometric attributes in public services environment for 
person authentication and access control is essential. The major challenge is 
deploying the wrong multimodal biometric technology in the organisation, which 
results in failed system deployment. Artificial intelligence (AI) has the potential 
to significantly drive the adoption and deployment of multimodal biometric 
authentication in public services. The study recommends a multimodal biometrics 
selection model for authentication to prevent fraudulent and invalid documents 
for identification. This study focuses on the human factor elements of public 
awareness, acceptance, perception and usability relevant to multimodal biometric 
deployment success. The formalised model proposed in the study could be of 
value to public services that need to deploy multimodal biometric authentication 
technologies, thereby minimising future failed deployments.  

Keywords: Artificial intelligence, multimodal biometrics, acceptance, usability, 
deployment 
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Abstract. Due to AI’s numerous potential benefits, embedding AI as
part of an organisation’s analytics portfolio has become essential. Also,
organisations want to avoid a situation where only a few business areas
reap the benefits of using AI. Some organisations are setting up central
AI teams. However, a central AI adoption approach is not always feasi-
ble, as domain knowledge, specific to each business unit, is often required.
An alternative approach would be to democratise AI and position citizen
data scientists across the organisation. These citizen data scientists do
not necessarily need the same level of skills as a central AI expert team;
however, they require a certain level of AI-related knowledge. Technol-
ogy Days are popular events that provide people insight into today’s
latest technologies and can be used for marketing, recruitment of ex-
perts, or knowledge transfer. The paper investigates the effectiveness
of an automotive organisation’s use of Technology Days to support the
democratisation of AI by creating the intent among employees to become
citizen data scientists. Based on the constructs of the technology accep-
tance model, a survey was used to gather feedback from the Technology
Days attendees. A single case study contextualised the organisational
setting and suggested that Technology Days can be used to showcase
the effectiveness of AI and the ease of use of AI tools. Technology Days
can help create a positive attitude and create the intent of employees in
the organisation to become citizen data scientists. However, Technology
Days remains only one of many incremental steps towards democratised
AI.

Keywords: Democratisation · Artificial Intelligence · Technology Day
· Knowledge transfer · Technology acceptance model · Citizen data
scientist
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Abstract. Within conversations about strategic interventions that businesses 
should embrace given technological advancements, Artificial Intelligence (AI) 
features prominently.  Thought leaders such as Gartner publish reports regularly 
with predictions that AI will affect the future job market and business competi-
tiveness. In this paper we report on a survey that analysed the preparation of 
South African companies for the impact of AI. The survey had 120 respondents 
across all provinces and industries within South Africa. The results indicate that 
more than 80% of participants believe that AI will be crucial to compete in mar-
kets and that they need to prepare for AI's impact to stay relevant. However, more 
than 50% of all participants have not started initiatives to upskill staff or create 
initiatives to explore and deploy AI technology. The main impact of AI technol-
ogy is believed to be the automation of mundane tasks, which could provide op-
portunities to prepare for the adoption of AI technology in a company. The results 
may be of value for researchers who aim to understand how to assist business 
within South Africa with the implementation of interventions for AI adoption. 

Keywords: Artificial Intelligence adoption, AI for business relevance 
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Abstract: Knowing who or what should be held morally responsible when some-
thing goes wrong (or right) is an important part of human social relations. Some 
authors have suggested that certain AI-based systems pose a threat to our respon-
sibility practices, which might lead to a ‘responsibility gap’. Such ‘gaps’ occur 
when we have no fitting candidate who can be held responsible for some event 
that was caused by an AI-system. If such gaps do in fact exist, then it might make 
sense to have an outright ban on such systems. Conversely, if these gaps do not 
exist, then perhaps there is nothing to worry about. In this paper I do not aim to 
resolve this debate. Rather, I wish to make a modest contribution to this literature. 
I will argue that in two specific senses of responsibility, namely, answerability 
and accountability, there might be no such responsibility gaps. While AI-systems 
might make it harder to know who we should hold responsible, they do not make 
such ascriptions impossible. Responsibility gaps then, on my view, are simply 
epistemic, and thus do not call for special attention any more than our usual prac-
tices of holding one another morally responsible.  

Keywords: Responsibility gaps, accountability, answerability, AI 
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Abstract. In this paper, I argue that counterfactual reasoning is a 
necessary condition for the realization of artificial general intelligence 
(AGI). This position is similarly held by computer scientist Judea Pearl. 
However, Pearl's notions are often vague, misleading, and result in con-
flations. Thus, this paper serves two purposes. One, as a critique of 
Pearl’s position. Two, to introduce a novel argument, namely, the Coun-
terfactual Room Argument, which aims to present a clearer and more rig-
orous interpretation of the role of counterfactual reasoning in AGI.  

Keywords: Artificial General Intelligence, Counterfactuals, Judea Pearl, Causa-
tion, Understanding 
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Abstract. Improved word and string embedding architectures, along with the 

use of recursive neural networks, have resulted in significant improvements on 

various sequence labelling tasks, including part-of-speech tagging and named 

entity recognition, for many well-resourced languages. Although some initial 

research has been done to investigate the applicability of these approaches for 

Afrikaans, none of the resources, embeddings or labellers are currently publicly 

available. This article describes the development of five new embedding models 

in three embedding architectures, GloVe, fastText, and FLAIR, based on a 230-

million-word Afrikaans corpus. The embeddings are extrinsically evaluated on 

POS tagging and NER tasks using BiLSTM-CRF sequence labellers. The new 

Afrikaans sequence labellers show substantial improvements over previous 

classical machine learning techniques, and comparable results to labellers using 

more complex transformer-based embedding models. 

Keywords: Text Embeddings, Afrikaans, Named Entity Recognition, Part-of-

Speech Tagging, Neural network sequence labelling. 

1 Introduction 

Over the last decade, but especially the last six years, there have been significant 

improvements in the state-of-the-art (SOTA) results for almost all NLP technologies 

using deep neural networks1. This has been especially true for sequence labelling 

technologies [1], such as part-of-speech (POS) tagging and named entity recognition 

(NER), in various languages including English [1-9]. Most of these improvements 

make use of some combination of deep learning algorithms (convolutional neural 

networks (CNN), recursive neural networks (RNN), adversarial networks (AN), trans-

formers, etc.) and typical neural network architecture units (long short-term memory, 

gated recurrent units, attention layers, etc.). One of the crucial components in most of 

these implementations is a vectorised numerical representation of words, also known 

as word or string embeddings. The embedding models are reusable text resources that 

can be fine-tuned for specific NLP tasks or domains, to improve their applicability to 

a range of tasks, even beyond text processing. 

 
1  http://nlpprogress.com/ 
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In the African context, there is a rapidly expanding body of research on the use of 

DNN architectures for the processing of African languages, both in terms of develop-

ing foundational reusable resources such as embeddings, and down-stream technolo-

gies based on these resources, including NER, machine translation, and text classifi-

cation [10-13]. For Afrikaans, there have been several research studies investigating 

the applicability of these approaches and resources to a variety of NLP tasks [14-18]. 

The existing research has several limitations, including limited availability, making 

use of limited corpora such as Wikipedia [19], or being trained for specific tasks only 

[15]. Although DNNs for Afrikaans, and specifically transformer models, recently 

reported substantial improvements over the existing classical machine learning (ML) 

techniques for sequence labelling [16, 17], neither of these models and implementa-

tions are currently available for use by other researchers and developers. 

Given these limitations, the current work describes the development of Afrikaans 

embeddings in three widely used embedding architectures, specifically GloVe, 

fastText, and FLAIR, based on a 230-million-word corpus. The quality of the embed-

dings is extrinsically evaluated on two sequence labelling tasks, POS tagging and 

NER to determine whether the different embeddings learn useful representations, and 

secondly which of the embeddings have the most potential for further use to improve 

Afrikaans sequence labelling. The results show that the embeddings based on this 

curated corpus improve both downstream tasks substantially over classical ML mod-

els and models based on less comprehensive embeddings, especially when using 

stacked embeddings [20]. For POS tagging, the models perform comparably to those 

of the Afrikaans BERT implementation [17], but do not, outperform the transformer-

based models for named entity recognition reported by Ralethe [17] and Hanslo [16]. 

Both the embeddings and the sequence labelling models described in this paper are 

made freely available for use by other researchers [21-27]2. 

2 Related Work 

2.1 Embeddings 

Learning real-valued, vectorised representations of words has been an active area 

of research since the mid-80s [28], initially focussing primarily on statistical represen-

tations, such as n-gram language models and latent semantic representations, until 

Bengio et al. [29] explored neural networks as a method for learning vectorised repre-

sentations. These learned models, more commonly known as embeddings, achieve a 

greater level of generalisation than the statistical n-gram models. More recently, with 

the advent and broader use of deep learning architectures, learned representations 

have become the de facto standard input for NLP technologies and the associated 

improvements in SOTA for various NLP tasks and technologies. 

The major advance and broad adoption of embeddings came with Mikolov et al.’s 

[30] development of two flavours of Word2Vec models, namely continuous bag-of-

words and skipgram models, which efficiently learn vectorised representations of 

 
2 https://repo.sadilar.org/ 
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words on very large corpora. Although the learned vectors only look at local contexts, 

typically at the sentence level, these vectors are able to encode both syntactic and 

semantic information. Shortly after Word2Vec, Pennington et al. [28] released the 

Global Vectors (GloVe) architecture, which uses global log-bilinear regression mod-

els to learn word embeddings. This approach improved both the semantic and syntac-

tic representations inherent in the embeddings. Both model types are “classical” word 

embeddings, where the vector representation for each word in the vocabulary is calcu-

lated during training, however the vector representation remains the same irrespective 

of the context of the word during lookup. This is somewhat restrictive, especially in 

languages that are morphologically more complex and/or under-resourced since 

words outside the training vocabulary all receive the same or a zero vector representa-

tion. 

More recently, Bojanowski et al. [31] proposed an adaptation of the Word2Vec 

embeddings by including “sub-word” information in the fastText package. These 

embeddings do not rely exclusively on words, but additionally on substrings within 

words that are also learned during the embedding training. The intuition is that sub-

word information can provide additional coverage for inflections and derivations. In 

practice each word is divided into character n-grams for 3 ≤ n ≤ 6, and vector repre-

sentations are learned for the n-grams as well as the full words. This package again 

improved embedding representations for various semantic and syntactic tasks.  

The shortcoming of these representations is that they all generate a single embed-

ding for a word, irrespective of the context in which the word appears [6]. The most 

recent developments in embedding technology have been the introduction of contex-

tualised word embeddings, first with ELMO [6], and later BERT [4] and its deriva-

tives (e.g. RoBERTa, XLM-R), where the vector representations of a word are gener-

ated from a learned model, thereby allowing a single word to have multiple vector 

representations depending on the context it appears in at runtime. Although these 

contextualised embeddings have improved SOTA for various NLP tasks, they have 

not been shown to consistently improve sequence labelling task accuracy. 

While considering sequence labelling, Akbik et al. [1] introduced contextual string 

embeddings - FLAIR embeddings. These embeddings do not consider words them-

selves, but rather model words as character sequences, and in turn are better equipped 

to handle rare and misspelled words, while also representing subword information, 

such as individual morphemes. The architecture of the FLAIR embeddings is a long 

short-term memory (LSTM) recurrent neural network which learns a model that gen-

erates context dependent vector representations for any character sequence. FLAIR 

has until recently achieved SOTA results for English on both the POS tagging and 

NER tasks. 

There has been growing interest and research on the development of embeddings 

for African languages over the last several years, but this has been severely hampered 

by a lack of available text data for many of these languages, especially in sources that 

are typically used to train embeddings, such as Wikipedia [10, 11, 32-34]. The conse-

quence of this is that many of these languages are not included in other large web 

corpora, such as Common Crawl, which rely on language identifiers developed based 

on Wikipedia. This is one of the reasons that for many of these languages research on 
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embeddings focusses more on transfer learning and fine tuning of existing large lan-

guage models such as XLM-R.  

Although Afrikaans also has substantially less data available than well-resourced 

languages such as English and French, there are some larger corpora available, which 

does facilitate the training of embeddings from scratch. There is still relatively limited 

research on the topic, but there have been several publications on both training em-

beddings from scratch [15, 17, 18], or applying previously trained embeddings, such 

as the fastText Wikipedia embeddings [19] and XLM-R model [16], on various down-

stream tasks. Unfortunately, only the models trained exclusively on web data have 

been released for use by other researchers, and no GloVe or FLAIR embeddings have 

been released at the time of writing. 

2.2 Deep Neural Network Sequence Labelling 

Establishing the quality of embeddings is typically done either through intrinsic 

methods, such as analogy tests and nearest neighbourhood analysis [30], or extrinsi-

cally by determining the impact the embeddings have on a down-stream task [1, 31, 

35]. One of the most common approaches to the extrinsic evaluation is the use of 

different embeddings in sequence labelling tasks. Sequence labelling, specifically 

POS tagging and NER, was a relatively stagnant area of research from the mid-2000s, 

with little research on new approaches apart from extensions to new languages. With 

the broader adoption of deep neural architectures and improvements to embedding 

technologies, these tasks have undergone somewhat of a renaissance with multiple 

improvements published yearly since 2015 [1, 3, 4, 8, 9, 36-38]. The improvements 

have come about due to two factors. Firstly, the implementation of different deep 

learning architectures, primarily convolutional neural networks, bidirectional recur-

sive neural networks with long-short term memory units (BiLSTM), and transformers, 

often with a conditional random fields (CRF) layer as the final prediction layer. Sec-

ondly, the advances in embedding technology in combination with these architectural 

implementations have greatly improved the results on several tasks in a variety of 

languages. 

There has been intermittent work on developing and improving POS tagging and 

NER for Afrikaans over the last two decades. Initial work focussed on the develop-

ment of data sets for training traditional machine learning and rule-based systems [39-

44]. The release of the National Centre for Human Technology (NCHLT) annotated 

data sets for both POS tagging and NER [45, 46] allowed further investigations and 

improvements of these systems, and most recently there have been a number of publi-

cations investigating the use of the latest DNN techniques and resources, in some 

cases significantly improving the quality of either POS tagging or NER [14, 16, 17]. 

Loubser and Puttkammer [14] investigated the feasibility of deep neural networks 

for various core technologies across the South African languages, including Afri-

kaans. Their study used the Plank et al. [38] implementation of a BiLSTM with op-

tional auxiliary loss and publicly available fastText embeddings [19]. They showed 

that improvements for various tasks was possible with the newer RNN architectures. 

AfriBERT [17] is a derivative of multilingual BERT fine-tuned on additional Afri-
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kaans text data. To validate the approach, AfriBERT was extrinsically evaluated on 

the two sequence labelling tasks of interest here, POS tagging and NER, and showed 

substantial improvements over previous work. Most recently Hanslo [16] investigated 

the applicability of the multilingual XLM-RoBERTa (XLM-R) transformer-based 

model for named entity recognition across ten South African languages, including 

Afrikaans. Although the model did not perform better for all languages, it did show 

improvements over the classical ML approaches and results reported by Loubser and 

Puttkammer for Afrikaans. 

3 Experimental Design 

This section provides a brief overview of the methodology and resources used to 

train the different Afrikaans embeddings for a selection of the architectures described 

in the previous section. In all cases existing open-source Python tools and modules 

are used rather than implementing the embedding trainers and sequence labelling 

modules from scratch. The fastText3 and FLAIR4 embeddings are trained using their 

respective open-source Python modules, while GloVe5 is trained with the compiled C 

module. 

3.1 Afrikaans Embeddings 

The primary resource required for training text embeddings is a very large text 

corpus, typically billions of words in languages with substantial data sets [1, 19, 28, 

30], and the larger the corpus, the higher the quality of the embeddings. Unfortunate-

ly, data sets of this size are not available for Afrikaans, although it is the South Afri-

can language with the largest collection of text data. For this study, an Afrikaans cor-

pus of  approximately 230 million words is used. The data is a combination of several 

freely available sources, including: 
• Afrikaans Wikipedia, 
• Leipzig Corpora Collection [47], 
• NCHLT Afrikaans text corpora [48], 
• Autshumato Afrikaans corpora [49], 

as well as data sources where the Centre for Text Technology (CTexT) has usage 

rights, but that may not be freely distributed, such as the PUK/Protea Boekhuis, Wat-

KykJy.co.za, and NWU/Maroela Media corpora. 

Three different types of embeddings are trained, primarily with the default hy-

perparameters for each embedding type as summarised in Table 1. For fastText, the 

study did include one non-default vector size setting of 300, since most available 

fastText models use this value [19]. Because the three embedding types employ very 

 
3  https://fasttext.cc/docs/en/python-module.html 
4  https://github.com/flairNLP/flair 
5  https://github.com/stanfordnlp/GloVe 
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different architectures, there is limited overlap between the hyperparameters. In all 

cases the embeddings are not trained or fine-tuned for a specific downstream task. 

Table 1. Hyperparameter settings for embedding training. 

Embedding Type Hyperparameters 

GloVe Static word 

Vector size: 300 

Window size: 20 

Minimum word frequency: 2 

fastText Static word and sub-word 

Vector size: 300 

Learning rate: 0.05 

Subword length: 3-6 characters 

FLAIR Contextual string sequence 

Hidden size: 2048 

Layers: 1 

Sequence length: 250 

Epochs: 15 

Batch size: 128 

Both fastText and FLAIR allow for two embedding variants and these additional 

variants are also trained for consideration in the downstream tasks. fastText supports 

the continuous-bag-of-words (CBoW) and Skipgram models proposed by Mikolov et 

al. [30], while FLAIR embeddings supports forward (FF) and backward (FB) variants. 

The embeddings trained in the first phase are then used to train sequence labellers for 

Afrikaans to determine whether the models are able to learn useful representations. 

3.2 Afrikaans Sequence Labelling 

In order to extrinsically evaluate the trained embeddings, models for two sequence 

labelling tasks are trained, namely POS tagging and NER, using the Python FLAIR 

framework [1]. Apart from the ease of use of the framework for sequence labelling, 

the primary reasons for using this architecture are the wide support of different em-

bedding types and the fact that multiple embeddings can be combined (or stacked) 

when training the sequence labelling model. Stacking embeddings essentially means 

that two or more embedding representations are concatenated allowing the different 

information encoded in different embeddings to be combined as a single input. 

The sequence labelling architecture in the FLAIR framework is a BiLSTM-CRF 

[50], which is a standard configuration for training RNN sequence labellers. The hy-

perparameter settings for training POS taggers and NER are as follows: 
• Hidden size: 256 
• Learning rate: 0.1 with decay 
• Batch size: 32 
• Epochs: 40 

The data set for training the POS tagger is the previously released NCHLT anno-

tated text data sets [46] consisting of 55,483 tokens across 2,613 sentences, and 115 

tags with a separate test set of 5,835 tokens across 329 sentences. Previous published 
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research on POS tagging for Afrikaans with DNNs used different variants of this data 

sets in their training and evaluations. 

Although [14] trained and evaluated their model using the NCHLT with the full tag set, the 

AfriBERT POS tagger was trained and evaluated using a reduced tag set of 12 tags, 

commonly known as the Universal POS tag set (UPOS). This significantly reduces 

the complexity of the POS tagging task, and for comparison purposes, a UPOS ver-

sions of the taggers are trained to compare to their work. Evaluation of these models 

are done on the test set, and evaluated with the Accuracy metric. 

For NER, the NCHLT Afrikaans Named Entity Recognition data set [45] is used in 

an 80-10-10 training-development-test configuration with ten-fold cross validation, 

since no test set was released as part of the data. The data consists of 229,818 tokens 

across 8,916 sentences with 25,881 tokens annotated in the CoNLL-2002 format [51] 

for one of four named entity types, i.e. Person, Organisation, Location, and Miscella-

neous [39]. 

For both tasks, a variety of embedding models and combinations of embeddings 

are used to train the sequence labellers to determine which single embedding model 

performs best for each of the two tasks, and whether a combination of embedding 

models can improve on the best single embedding model results. Five trained embed-

ding models are tested: 
• GloVe, 
• fastText CBOW, 
• fastText Skipgram, 
• FLAIR forward, and 
• FLAIR backward. 

Each of the embeddings models are combined with the FLAIR forward and backward 

embeddings to determine whether combinations of embeddings improve the down-

stream results. The GloVe and fastText embeddings are not combined since they are 

likely to encapsulate similar information given that both contain static word embed-

dings. 

4 Evaluation Results and Discussion 

4.1 Part-of -Speech Tagging 

Two evaluations are performed for POS tagging on the NCHLT Afrikaans Anno-

tated test set [46] one with the full tag set, and a second with the UPOS tag set. The 

accuracy of the POS taggers using the different embedding models is reported for 

each test set, and compared to three existing taggers, the NCHLT web services POS 

tagger [43], Loubser and Puttkammer [14], and AfriBERT [17].  
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Table 2. Test set accuracy results for DNN Afrikaans POS tagging with single embedding 

models (best results in bold). 

POS taggers NCHLT NCHLT UPOS 

NCHLT web services [43] 0.8664 0.9341 

Loubser & Puttkammer [14] 0.9430 N/A 

AfriBERT [17] N/A 0.9856 

GloVe 0.9112 0.9616 

CBoW 0.9455 0.9777 

Skipgram 0.9366 0.9745 

FLAIR-forward 0.9554 0.9786 

FLAIR-backward 0.9553 0.9741 

 

The first set of results presented in Table 2 gives the accuracy results of single em-

beddings using each of the types of embeddings described in the previous section. 

The results show that all of the DNN approaches significantly outperform the classi-

cal machine learning approach of the NCHLT web services. From the models based 

on the FLAIR architecture and new embeddings, only the CBOW and two FLAIR 

embeddings perform better than the implementation with limited embeddings reported 

by Loubser and Puttkammer. This can most likely be attributed to the fact that the 

new embeddings are not fine-tuned for the POS tagging task, which is done as part of 

the Plank implementation. Both FLAIR embeddings substantially outperform the 

Loubser and Puttkammer implementation on the full tag set by 1.24%. This confirms 

that the contextual string embeddings are a valuable resource in performing the POS 

tagging task. On the Universal tag set for the NCHLT data, AfriBERT outperforms 

the best single embedding model, FLAIR-forward, by 0.7%. 

When analysing the results of the stacked embeddings, presented in Table 3Error! 

Reference source not found., all of the stacked embeddings outperform the Loubser 

and Puttkammer model, and also outperform the best single embedding model. Unlike 

the single best model, different models perform best on the different test sets: the 

combination of Skipgram+FLAIR-forward+FLAIR-backward for the full NCHLT tag 

set data, and FLAIR-forward+FLAIR-backward on the Universal POS tag set. How-

ever, the difference on the full tag set between the two best models is only 0.0005, 

and the GloVe+FLAIR combination is likely the best general model on the full tag 

set. This is slightly surprising, since the GloVe model in the single embedding exper-

iments is the second worst of the models tested. Although it cannot expressly be test-

ed, this may be caused by the fact that the different embedding models encapsulate 

different information, and that the combination of different vector information is ben-

eficial to the POS tagging task. 
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Table 3. Test set accuracy results for DNN Afrikaans POS tagging with stacked embedding 

models (best results in bold). 

POS tagger NCHLT NCHLT UPOS 

NCHLT web services [43] 0.8664 0.9341 

Loubser & Puttkammer [14] 0.9430 N/A 

AfriBERT [17] N/A 0.9856 

Flair-forward+Flair-backward 0.9657 0.9846 

GloVe+Flair-forward 0.9582 0.9784 

GloVe+Flair-backward 0.9577 0.9781 

GloVe+Flair-forward+Flair-backward 0.9659 0.9846 

CBoW+Flair-backward 0.9563 0.9799 

CBoW+Flair-forward 0.9563 0.9811 

CBoW+Flair-forward+Flair-backward 0.9630 0.9835 

Skipgram+Flair-forward 0.9635 0.9823 

Skipgram+Flair-backward 0.9602 0.9791 

Skipgram+Flair-forward+Flair-backward 0.9664 0.9832 

 

The AfriBERT model outperforms all other models on the universal tag set, but the 

difference with the stacked FLAIR-forward+FLAIR-backward model is only 0.0010. 

Given the fact that these embeddings require substantially less computing resources, 

both to train and to run, the stacked FLAIR embeddings may well be a worthwhile 

substitute for the AfriBERT model without a substantial loss in accuracy for POS 

tagging. 

4.2 Named Entity Recognition 

Similar to the POS tagging evaluations, the NER evaluations compare previously 

reported results for the NCHLT web services, Loubser and Puttkammer, and Af-

riBERT, while also including one additional recent implementation based on a multi-

lingual transformer – XLM-R [16]. Unlike the NCHLT annotated data for POS, the 

NCHLT NER data does not include an explicit test set, so most of the results present-

ed in this section – except AfriBERT which used 5-fold cross validation - are based 

on 10-fold cross validation [14, 16]. The standard precision, recall, and F1-scores are 

reported. 
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Table 4. Ten-fold cross validation results for DNN Afrikaans NER with single embedding 

models (best results in bold). 

NE Recogniser Precision Recall F1-score 

NCHLT web services [43] 0.7859 0.7332 0.7586 

Loubser & Puttkammer [14] 0.7361 0.7823 0.7585 

AfriBERT [17] 0.8764 0.8584 0.8546 

XLM-R [16] 0.8174 0.8707 0.8425 

GloVe 0.8096 0.7368 0.7715 

CBoW 0.7991 0.8075 0.8033 

Skipgram 0.8020 0.7824 0.7921 

FLAIR-forward 0.7811 0.7930 0.7870 

FLAIR-backward 0.7771 0.7910 0.7840 

 

Unlike in the case of POS tagging, almost all of the single embedding models show 

improvements over the model presented by Loubser and Puttkammer, while also 

showing the same level of improvement over the NCHLT web services. However, 

none of the models are close to the two transformer models of AfriBERT and XLM-

R. Both transformer models substantially outperform all of the new embedding mod-

els, with the best performing single embedding model, CBoW, performing 5.13% 

lower on F1-score (refer to Table 4). 

Table 5. Ten-fold cross validation results for DNN Afrikaans NER with stacked embeddings 

(best results in bold). 

NE Recogniser Precision Recall F1-score 

NCHLT Web Services [43] 0.7859 0.7332 0.7586 

Loubser & Puttkammer [14] 0.7361 0.7823 0.7585 

AfriBERT [17] 0.8764 0.8584 0.8546 

XLM-R [16] 0.8174 0.8707 0.8425 

GloVe+FLAIR-forward 0.7979 0.8201 0.8089 

GloVe+FLAIR-backward 0.8156 0.8254 0.8205 

CBoW+FLAIR-forward 0.8113 0.8221 0.8167 

Skipgram +FLAIR-forward 0.7981 0.8109 0.8045 

CBoW+FLAIR-backward 0.8051 0.8201 0.8126 

Skipgram +FLAIR-backward 0.8146 0.8168 0.8158 

FLAIR-forward+FLAIR-backward 0.8051 0.8227 0.8139 

GloVe+FLAIR-forward+FLAIR-backward 0.8146 0.8254 0.8199 

CBoW+FLAIR-forward+FLAIR-backward 0.8155 0.8247 0.8201 

Skipgram +FLAIR-forward+FLAIR-backward 0.8185 0.8353 0.8268 
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With the stacked embedding results in Table 5, again all but one of the stacked 

models perform better than the best single embedding model. The best stacked model, 

Skipgram+FLAIR-forward+FLAIR-backward, still performs much worse than the 

transformer models. It is surprising that the best performing single embedding model, 

CBoW, is not the best model when combined with the FLAIR embeddings, but rather 

the Skipgram model in combination with the FLAIR models, although analysis of the 

results does not make it clear why this is the case. 

There are several take-aways from the evaluations of the Afrikaans POS tagging 

and NER models when using the newly trained embeddings models. Firstly, although 

the new embeddings show substantial improvements over existing classical ML mod-

els used in the NCHLT web services, as well as the smaller embeddings used by 

Loubser and Puttkammer, the transformer-based models AfriBERT and XML-R sub-

stantially outperform the best combination of embedding models for NER. Although 

significantly more computing resources are required for these models, in this case the 

difference seems to be large enough to warrant those requirements. Secondly, the 

combination of FLAIR string embeddings with one of the traditional embedding tech-

nologies, consistently outperforms single embeddings. This shows that different em-

beddings encapsulate distinct types of information and combining them can contribute 

to better performance in the different sequence labelling tasks. Finally, the results 

indicate that there is no definitive combination of embedding models that will work 

well for all sequence labelling tasks, and that the performance of a single embedding 

model does not necessarily predict how well the embedding will perform when com-

bined with other embeddings, especially when different types of embeddings are 

combined. 

5 Conclusion 

The paper describes the development of five new embedding models developed for 

Afrikaans and available for download and reuse by any researchers,  
• GloVe word embeddings, 
• fastText continuous bag-of-word embeddings, 
• fastText skipgram embeddings, 
• FLAIR-forward string embeddings, and 
• FLAIR-backward string embeddings. 

The quality of the embeddings is evaluated with two downstream tasks, namely 

POS tagging and NER, and the results show improvements over the classic ML ap-

proaches of the NCHLT web services, as well as a BiLSTM model using limited 

fastText embeddings only. Although the best of these models with stacked embed-

dings in the FLAIR framework, GloVe+FLAIR-forward+FLAIR-backward (POS) 

and Skipgram+FLAIR-forward+FLAIR-backward (NER), do not outperform the 

transformer models AfriBERT and XML-R, they do not require the extensive compu-

ting resources necessary for the transformer models, while also being available for 

any other researchers and developers to implement. 
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Given the results presented in this study, there are still several areas for future 

work which may well improve the quality of the embeddings, and possibly also im-

prove the models for the two sequence labelling tasks. Firstly, additional available 

corpora which are less curated than the ones used in this study can be included in the 

training procedures, such as the CommonCrawl6, OSCAR7, and OPUS8 data. The data 

used in this study should also be used to fine-tune or retrain the XML-R models and 

then include these models in the stacked embedding architecture of FLAIR. For the 

two sequence labelling tasks, hyperparameter tuning and investigation of different 

DNN architectures should also be done to determine the best architecture for these 

tasks. 
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Abstract. The National Stock Theft Prevention Forum estimates an-
nual losses of up to R3 billion owing to stock theft on South African
farms. These concerns sparked innovative technologies in the security in-
dustry, one of which is a device for livestock that transmits GPS data
when an animal is in distress. In this paper, time series machine learning
techniques are applied to real-world livestock GPS trajectories. Our main
goal is to distinguish between four categories of trajectories: theft, preda-
tion, own handling and other. We lay special emphasis on distinguishing
theft-alarms from the rest since these have direct implications for the
safety and financial sustainability of farmers. We have access to a large
number of trajectories recorded over the last six years. Unfortunately,
these trajectories are not labelled with the four categories. In this un-
supervised setting, we propose a livestock trajectory embedding (LTE)
model as a feature extractor for downstream clustering. The LTE model
has a convolutional-deconvolutional architecture and is trained as an au-
toencoder to reconstruct its trajectory input. The proposed approach
achieves a purity of 59.66%. We also show that the model produces a
purity of 80.11% when only considering emergencies vs non-emergencies.
We hope that the clusters predicted by our model could be used in down-
stream classification systems to provide critical information to farmers in
emergency situations. Based on the results in this paper, we recommend
that for future work, the upstream data resolution should be increased
in order to increase overall performance.

Keywords: GPS trajectory · livestock movement · unsupervised learn-
ing · time series embeddings · IoT.

1 Introduction

South Africa is experiencing high rates of farm murders [1] and livestock theft [2].
Livestock farmers also have to deal with the crippling cost of predator animals
hunting livestock, estimated to be an annual loss of 13% for production animals
[12]. In an attempt to alleviate these issues, FarmRanger developed an internet-
of-things (IoT) device in 1999 that thousands of farmers now use to protect their
⋆ Supported by FarmRanger.
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livestock from theft and predation.1 A single unit is attached to an animal in a
flock or herd. The unit monitors acceleration and when certain conditions are
met,2 it triggers an alarm that transmits GPS data to the owner. FarmRanger
has recorded this GPS data since 2016, with just short of a million alarms to
date. However, it is unknown what really happened during each of these events.
It could have been theft, predation or one of several other possibilities that can
cause rapid movement.

Figure 1 shows two examples of what a user would typically see on Farm-
Ranger’s app. From these two examples, the reader can already imagine that a
farmer would respond differently to each event depending on what is disturbing
the animal. The implications on the safety of a farmer due to armed theft versus
that of a sheep being attacked by a jackal are drastically different — the first
being a life-threatening situation, while the latter only has financial implica-
tions. With this in mind, we ask the question: is it possible to utilise livestock
movement data in order to distinguish theft, predation, own-handling and other
events3 from one another? Doing so would equip a FarmRanger client with the

1 More details about FarmRanger can be found at www.farmranger.co.za.
2 For intellectual property purposes, the exact details of the alarm trigger algorithm

cannot be disclosed in this paper, but all the relevant details of the captured GPS
trajectories can and are discussed in this work.

3 Other movement alarms can be events like playing, lightning strikes, etc.

(a) Example of a jackal attack. (b) Example of theft.

Fig. 1: The GPS data points of two examples of ideal scenarios. One can see that
in the case of (a) there is random movement without the sense of moving in a
certain direction. On the other hand, in the case of (b), deliberate movement
in one direction can be seen. Note that these are carefully selected examples,
and not necessarily representative of the rest of the data, i.e. in many cases it is
much more difficult to make an easy classification between predation and theft.
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necessary knowledge to properly prepare for an emergency and ultimately help
keep our farmers safe. As a secondary goal, we would like to distinguish emer-
gency events (theft and predation) from non-emergency events (own-handling
and other).

In this paper, we introduce a new application of time series machine learn-
ing techniques to address the aforementioned problem. Concretely, we propose
a livestock trajectory embedding (LTE) model to act as a feature extractor
which can be used for K-means clustering of trajectories. The LTE model is
a convolutional-deconvolutional autoencoder which is trained to reconstruct its
trajectory input. The model encodes a given trajectory to a fixed-dimensional
feature space which is in turn decoded to the original trajectory. This fixed-
dimensional encoding is a trajectory’s embedding. Our model is compared to
two other approaches for feature extraction by performing K-means clustering
and calculating purity and other clustering metrics on the resulting clusters. We
show that LTE outperforms the other two baseline approaches.

2 Related Work

One other machine learning problem that also utilises GPS trajectories, is the
task of classifying mode-of-transport. This means feeding GPS data points to a
model that predicts whether a person is walking, driving, riding a bicycle etc.
Various methods have achieved scores of up to 75% in classification accuracy [3].
This is similar to the problem that we are interested in, in the sense that extract-
ing useful features from the raw GPS points is crucial for accurate classification.
However, one major difference is that this is typically framed as a semi-supervised
problem with a labelled and unlabelled data [17]. In addition, the time interval
between data points is relatively small (1-5 seconds) for mode-of-transport clas-
sification, in comparison to our data set (30 seconds). One approach proposed
to classify mode of transport incorporates a convolutional-deconvolutional au-
toencoder to extract features from unlabelled data to assist in the supervised
classification task [3]. In this model, an autoencoder and a classifier are trained
jointly with weighted losses that can be tuned. The classifier is simply a softmax
layer added to the encoder. We follow a similar but fully unsupervised approach
for our LTE model.

Our LTE model is heavily inspired by models from the area of speech pro-
cessing, referred to as acoustic word embedding models [7, 8]. These models are
similar to our LTE model in the sense that they produce a fixed-dimensional rep-
resentation of a time series — in this case a spoken utterance. The aim of these
models is to produce embeddings where similar-sounding words are close to one
another in the embedded space and dissimilar words are far from one another.
In the same way, the aim of the LTE model is to produce fixed-dimensional
embeddings for GPS time series where similar trajectories are close to one an-
other. As in [8], we use a convolutional neural network as the basis for our LTE
model. Other acoustic word embedding models have also used recurrent neural
networks [6, 16], but we leave a comparison between these two network types
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for future work. This work in the speech processing area precedes the work in
mode-of-transport classification mentioned above.

3 Data: Livestock Trajectories

A livestock trajectory refers to a time series of latitude and longitude values with
a 30-second interval between points. These trajectories are recorded directly after
an alarm is triggered by the device. Alarms are triggered based on an onboard
accelerometer.4 An alarm can be caused by a myriad of reasons, ranging from
theft to “Mad Sheep” disease. For this work, we define four main classes:

1. Theft: humans trying to steal livestock.
2. Predation: predator animals hunting livestock. These are mainly jackals

but also include wild dogs, lynxes and leopards.
3. Own handling: workers on the farm handling the livestock in day-to-day

operations.
4. Other: miscellaneous reasons which do not fall in the above categories. These

alarms are uncommon and non-emergency phenomena like the previously
mentioned “Mad Sheep” disease.

3.1 Data Sets

Currently, it is troublesome to acquire labels for events. The farmer must be
contacted relatively soon after an alarm occurred and asked what happened.
Not only is this a tedious and human-intensive task, but the acquired labels are
not necessarily ground truth. A farmer might report a non-emergency when an
alarm occurred, but in fact, thieves or predators could have been on the scene
unknowingly. Nevertheless, it is still possible to acquire a small labelled data set
with which the models can be evaluated. We, therefore, have two available data
sets, a large unlabelled training set and a small labelled validation set.

Training Data. A total of approximately 800 000 trajectories are available in
the training set with no labels available. FarmRanger records around 500 new
alarms every day.

4 Accelerometer data is not recorded.

Table 1: The class distribution for the validation data set.

Theft Predation Own handling Other

Count 35 62 63 16
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Fig. 2: An example of three GPS data points in a trajectory. Each point pi has
a corresponding latitude, longitude and time value.

Validation Data. The validation data set is composed of 176 trajectories with
its class distribution shown in Table 1. These labels were acquired by calling
farmers within one day of the event. The true, real-world distribution of classes
remains unknown, therefore it is impossible to know if the validation set provides
a true representation of the data in terms of the class distribution.

3.2 Processing Raw Data

GPS values are processed to produce a distance, time, speed and angle channel
for each trajectory. By design, acceleration is not included since the low sampling
frequency won’t allow for accurate values. More formally, we have a sequence
of GPS points p1,p2, ...,pT , with each pi = [lat, lng, t]. From this sequence we
produce a new feature time series z1, z2, ..., zT . Each of these features within zi
is determined as in Figure 2, according to the following equations:

zi =


di
∆ti
si
∆θi

 (1)

di = GeoDist(pi[lat, lng], pi−1[lat, lng]) (2)

∆ti = pi[t]− pi−1[t] (3)

si =
di
∆ti

(4)

∆θi = θi − θi−1 (5)

where GeoDist denotes the geographical distance between two GPS points. The
result is a four-channel one-dimensional vector time series. We limit the length of
the time series to T = 30 since this is the default recorded length for alarms. If a
trajectory has less than 30 data points, it is padded with zeros. Each trajectory
x(n) is then denoted as

x(n) =
[
z1, z2, ..., zT

]
, T = 30
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with the superscript (n) indicating the nth training or validation trajectory. The
whole feature vector is scaled to have zero mean and unit variance.

3.3 Obstacles

As in any real-world setting, the data can be highly irregular and unpredictable.
In this context, the following factors influence the quality of the data in a major
way.

GPS Sensor. The GPS sensor has a best accuracy of approximately five meters
and is heavily influenced by signal strength. Poor signal strength can result in
unpredictable jumps in a trajectory. All other GPS obstacles apply as well, such
as dilution of precision (DOP).

GSM Signal. The device uses GSM mobile communication to transmit data.
Some data points are lost when GSM signal strength is insufficient, resulting in
time jumps in the trajectory. Farms can have excellent signal in one area, but
poor signal in another area.

Time Interval. Time irregularity is almost certain for each trajectory. As pre-
viously mentioned, time jumps (often up to a few minutes) occur if GSM signal
strength is poor. In addition, by design, a new data point is transmitted imme-
diately when the conditions for a new trigger are met. This results in a time
series with compact and sparse parts in the same sequence.

4 Model: Livestock Trajectory Embeddings

Our livestock trajectory embedding (LTE) model is heavily inspired by [7, 8, 3].
Concretely, it is a convolutional-deconvolutional autoencoder with the architec-
ture shown in Figure 3. In essence, an autoencoder is an unsupervised technique
which tries to reconstruct its input with the aim of capturing valuable infor-
mation in the process. First, the input is encoded to a fixed-dimensional space
smaller than the dimensionality of the input,5 called the latent embedding h,
and then decoded to the original form of the trajectory. We constrict the latent
embedding to a fixed 10 dimensions.6 By training this model to reconstruct its
input through a lower-dimensional compressed representation, the hope is that
the latent embedding would capture meaningful features that can be used in
downstream tasks.

Formally, the reconstruction x̂ can be described by:

x̂ = g(f(x)) (6)
5 Technically this is called an under complete autoencoder [5].
6 The size of the latent embedding was fine-tuned to 10 based on the evaluation metrics

in Section 5.2, calculated on the validation set.
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where f is the encoder architecture producing h from the input x and g is the
decoder architecture producing x̂ from h. The model is trained by minimizing
the mean squared error (MSE) loss function:

L =
1

N

N∑
n=1

l(x(n), x̂(n)) (7)

with

l(x, x̂) =
1

T

T∑
i=1

||zi − ẑi||2 (8)

L is therefore the total loss, x is the input and x̂ is the reconstruction of the
input. In our case, the LTE model is trained with the Adam [9] optimizer, a
batch size of 256 and a learning rate of 0.05 for 300 epochs on the training data
described in Section 3.1. After training the LTE model and embedding all the
trajectories, we apply K-means clustering to cluster the trajectories. A value of
K = 7 was arrived upon based on the Elbow Method, Silhouette Method [14]
and the Davies-Bouldin Index [4] giving roughly the same number of clusters.

5 Experimental Setup

The goal of extracting fixed-dimensional features from the raw GPS data is to
cluster similar trajectories. We consider two baseline approaches, both of which
also produce fixed-dimensional representations of a trajectory. To compare the
quality of these representations to the proposed LTE method, we perform K-
means clustering on the respective representations and then calculate purity
and other clustering metrics on the validation data.

Fig. 3: The architecture of the convolutional-deconvolutional autoencoder. The
model takes a four-channel, one-dimensional input, encodes it to a ten-
dimensional vector and then decodes it to reproduce the input. Layer types
and output shapes are shown. The convolutional component has three 1-D con-
volution layers with 8, 16 and 32 filters respectively, each followed by a ReLU
layer. All filters have a size of 3 and a stride of 1.
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5.1 Baseline Approaches

Two baseline approaches are implemented in order to produce features for clus-
tering. The resulting feature vectors are scaled to have zero mean and unit
variance and are then clustered by performing K-means with K = 7. We also
report random assignment as a third baseline.

Dynamic Time Warping. Dynamic Time Warping (DTW) is a common algo-
rithm used to calculate a distance metric (or alignment cost) between two time
series with variable lengths [15]. We follow the method in [10] to produce fixed-
dimensional features from trajectories. 100 trajectories are chosen at random
from the training data set as exemplars to serve as a reference set. The DTW
distance between each trajectory and each exemplar in the reference set is then
calculated to produce 100 features for each trajectory. These fixed-dimensional
representations can now be clustered and metrics can be calculated from the
validation set.

Feature Engineering. Feature engineering is the process of a human designing
features based on an understanding of the context of the task and the data.
For this purpose, we engineer five intuitive features to summarize the whole
trajectory:

1. The peak speed.
2. The average speed.
3. The average angle change between points.
4. The straightness, calculated as total displacement divided by total distance

travelled. A value of 1 is a perfectly straight trajectory.
5. The time of the day when the alarm occurred. The cosine function is used

to convert the hour of the day to a value between -1 and 1 where -1 is the
middle of the day and 1 is the middle of the night.

The result is a 5-dimensional vector for each trajectory.

5.2 Evaluation

The LTE model will be evaluated in three ways namely inspection, cluster purity
and theft V-measure.

Inspection. We inspect the LTE model by using various techniques to visualise:

– The reconstruction of the autoencoder.
– The embedded space.
– Clustering.
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Cluster Purity. Given N observations, K clusters and C classes, total cluster
purity is defined as:

1

N

K∑
k=1

max
c∈C

{c ∩ k} (9)

Two different purity scores are considered. First, total purity for all classes,
as described in (9). Second, the total purity when only evaluating emergencies
(theft and predation) versus non-emergencies (own-handling and other) since
this is also a valuable distinction.

Homogeneity, Completeness and V-measure for Theft. We are especially
interested in distinguishing theft from other alarms. Therefore, the V-measure
for theft will be evaluated. V-measure is the harmonic mean of homogeneity
and completeness [13]. Homogeneity gives an indication of how homogeneous (or
pure) clusters are whereas completeness gives an indication of the tendency of a
class to belong to the same cluster. Homogeneity, completeness and V-measure
are similar to precision, recall and F-score, respectively. These metrics are derived
for a single class (theft) as follows:

homogeneity = max
k∈K

{
ctheft ∩ k

ntheft,k

}
(10)

completeness = max
k∈K

{
ctheft ∩ k

ntheft

}
(11)

(a) Reconstruction before training.

(b) Reconstruction after training.

Fig. 4: Grey-scale images to show the reconstruction that the autoencoder pro-
duces for five samples (a) before and (b) after training. These samples are not
seen during training. Each row in each image is a channel of the sample as de-
scribed in Section 3.
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V-measure = 2× homogeneity × completeness
homogeneity + completeness

(12)

Note that this way of calculating these metrics for a single class is not the same
as first proposed by [13], but it has the same goal and descriptive value. Theft
V-measure specifically gives an indication of how well we can isolate theft events.

6 Results

6.1 Autoencoder Reconstruction

Although the quality of the reconstruction of the input is important, the ultimate
goal is not to reproduce the input but to embed useful features. After training
for 100 epochs, the mean square error loss of the autoencoder on the validation
and training set is 0.7 and 0.3 respectively. Figure 4 shows the reconstruction
before and after training the model. It is clear that the model is able to learn
useful features that can be used to reconstruct the input.

6.2 UMAP Visualisation

A dimension reduction technique, Uniform Manifold Approximation and Pro-
jection (UMAP) [11], is used to visualise the ten-dimensional embedded space.

Fig. 5: A two-dimensional scatter plot of a UMAP embedding performed on the
ten-dimensional encoded trajectories. The small blue dots are training data while
the validation data is colour coded.
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UMAP allows us to inspect the structure of the higher-dimensional space on a
two-dimensional plot as seen in Figure 5. We can see two major clusters forming,
one on the right with the majority of the own handling trajectories and one on
the left with a medley of predation and theft trajectories.

6.3 Clustering

K-means clustering is performed on the embedding and the resulting clusters are
shown in Figure 6. Three major clusters can be seen. Cluster 2 is an almost pure
own handling cluster. The majority of cluster 3 is predation. Cluster 4 has equal
counts for predation and theft. We also see some almost-empty clusters which
consist of outliers — these are typically due to the obstacles listed in Section
3.3. Although the clustering is not perfect, it still provides valuable information
and shows that distinctions can be made.

6.4 Quantitative Results

The two baseline approaches as described in Section 5.1 are implemented to
produce features for clustering. After K-means (with K = 7) clustering is per-
formed, the metrics as described in Section 5.2 are calculated and documented
in Table 2. As a sanity check, the metrics are also calculated for random cluster
assignment.

Feature engineering performs relatively poorly with similar results to random
assignment. Although purity scores for DTW and LTE are comparable, there is
a large distinction in theft V-measure. We can therefore conclude that LTE is
the superior approach since it outperforms the other approaches in all metrics.
It is also clear that a better distinction can be made between emergencies and
non-emergencies. This distinction is valuable because only emergencies require
a response from the farmer.

Fig. 6: K-means (with K = 7) clustering results. The y-axis shows the counts of
classes and the x-axis shows each cluster.
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Table 2: Quantitative Results (in percentage, %) for LTE, DTW, feature engi-
neering and random assignment. For all the shown metrics, higher is better.

Total
Purity

Emergency
vs Non-

Emergency
Purity

Theft Ho-
mogeneity

Theft Com-
pleteness

Theft
V-Measure

Random Assignment 41.60 57.93 27.99 25.51 26.57
Feature Engineering 43.75 58.52 27.27 25.71 26.47
DTW 56.25 77.84 27.08 37.14 31.33
LTE 59.66 80.11 42.86 51.42 46.75

7 Conclusion

This paper introduces a new application of time series machine learning tech-
niques. Concretely, we propose a convolutional-deconvolutional autoencoder to
produce livestock trajectory embeddings (LTE). LTE is compared to feature en-
gineering and a dynamic time warping (DTW) approach by performing K-means
clustering on extracted features and calculating key metrics. LTE outperforms
the other approaches on all metrics.

Although not perfect, we suggest that our approach is capable of providing
valuable embeddings which can be used for downstream classification. Improving
upstream data quality in terms of sampling frequency should reveal more infor-
mation about a trajectory which should, in turn, improve embeddings. The fact
that events can be distinguished in an unsupervised fashion suggests that invest-
ing in acquiring labels for events might be worthwhile, so that semi-supervised
or supervised techniques can be incorporated in future work.

By utilising the model proposed in this paper, downstream classification
would be able to provide critical information to farmers when they need it most.
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Abstract. Until recently, convolutional neural networks have been the de facto

method for computer vision tasks. On the other hand, Transformers have gained

popularity in several domains including computer vision. They are known mainly

for desired properties including dynamic attention and improved generalisation.

Transformers have excellent global representation capabilities but lack the lo-

cality inherent to convolutional neural networks. Besides, the global properties

in Transformers are desired in convolutional-based tasks. In this study, we use

separate fully convolutional Transformers (FCT) modules which take ResNet-

50 feature maps as input. A combination of intermediate and final ResNet-50

model feature maps is used to learn global dependencies of the inputs for image

classification. In detail, FCT is a modified Transformer which consists of convo-

lutional layers in place of linear layers. As a result, we observe improved results

over the baseline model when trained on the CIFAR-10 dataset.

Keywords: CNN · Visual Transformer · Visual Attention.

1 Introduction

Over the years, extensive studies have been done on convolutional neural networks

(CNNs) [5]. Overall, they have demonstrated good performance and have dominated

the area of computer vision [9,27,25]. With this impressive performance, other do-

mains including natural language processing (NLP) [16,33,38] and speech recognition

[7,15,20] have either adapted CNNs to form hybrid models or created novel models

consisting entirely of convolutional operators. CNNs are mainly characterised by local

connectivity and a shift-invariance property [3]. Even though CNNs have dominated

the computer vision space, they lack the ability to learn long-range dependencies due

to their poor scaling properties with respect to large receptive fields [21].

Other models without convolutional building blocks have been introduced in the

space of computer vision [21,32,28]. A recent algorithm is the Visual Transformer (ViT)

model which has attained impressive results for computer vision tasks [4]. Transform-

ers were originally introduced by Vaswani et al. [31], and have become the go-to model

for NLP-related tasks [4]. It has since been adapted to computer vision and is now gain-

ing popularity [29]. Some studies have reported the possibility of Transformers replac-

ing CNNs entirely [3]. This is largely due to their dynamic attention properties [36],
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scalability [4], improved generalisation and long-range capacities [29]. Unfortunately,

ViT is computationally heavy as operations grow quadratically according to the num-

ber of pixels in an input image [3].

New studies have explored hybrid models which combine convolutions and Trans-

formers for the best of both worlds and resolve previous challenges [36,30,6,37]. To

this end, Tragakis et al. [30] introduced the Fully Convolutional Transformer (FCT)

module, a modified Transformer model which replaces linear projections with con-

volutional operators. It works by first extracting long-range dependencies and finally

capturing global hierarchical attributes. FCT is characterised by convolutional atten-

tion and a wide-focus module. It is also trainable and has demonstrated improved

performance by large margins.

Inspired by Jetley et al. [12], we create a concurrent/hybrid model which attaches

the FCT module to a ResNet-50 [9]. More precisely, we feed FCT with intermediate

representations at different layers together with the feature map of the final convolu-

tion block of a ResNet-50 model to classify the CIFAR-10 dataset. We train the model

in an end-to-end (without pre-training) approach and observe improved performance.

In summary, our main contribution is that we build a hybrid model for image classifi-

cation.

2 Related Work

Natural Language Processing has enjoyed recent success in deep learning, and this can

be mainly attributed to the introduction of Transformers [31]. Transformers have the

capability of capturing long-range dependencies with the help of self-attention mecha-

nisms [31,4,36]. Self-attentions are non-local [35,37] in nature and have been successful

in several domains including computer vision [31]. In computer vision, some studies

have introduced architectures that are only made up of self-attention [21,35,24]. Oth-

ers have augmented convolutions with self-attention [2].

When a self-attention mechanism is applied to a computer vision task, each pixel

of the image attends to every other pixel making self-attention unable to scale for

large input sizes [4]. For this reason, Dosovitskiv et al. [4] introduced Vision Trans-

former (ViT) to efficiently scale realistic input sizes. The success achieved with ViT has

sparked significant interest in applying Transformers in computer vision [34]. Since

then, some studies have created special cases of ViT [36] and others have created hy-

brid models by mixing ViT with state-of-the-art CNN backbones [37]. Also, other stud-

ies have refined the ViT model by creating a robust version [17] and some have used

the design structure of ViT but with multi-layer perceptron (MLP) architecture as the

backbone [28].

In our case, we create a hybrid model by passing intermediate feature maps from

a ResNet-50 model to Fully Convolutional Transformer (FCT) modules. By using this

approach, we encourage early layers of the model to learn similar features of the global

image descriptor.
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3 Methodology

Our aim is to build a hybrid model that is able to learn long-range dependencies and

capture the global features of an image.

3.1 Preliminaries

We consider a dataset D = {X ,Y}, where X represents the input images and Y
represents the target values. For each image x ∈ RH×W×C

, H and W are dimensions

of the image and C represents the number of channels of the image. We seek to learn

a model that best approximates the true target values. For this study, we achieve our

goal by modifying a ResNet-50 model to have auxiliary layers at different layers of the

network. Specifically, the auxiliary layers are Fully Convolutional Transformer (FCT)

modules, which take in input feature maps from certain layers of the network. By

doing so, we expect the model to focus on discriminating regions of the input while

paying less attention to regions of less importance.

First, we present background on the various components used in the model. These

include ResNet-50, MHSA (Multi-Head Self-Attention), FL (Focus Layer), BN (Batch

Normalisation) and LN (Layer Normalisation).

ResNet-50. ResNet-50 inherits its name from residual network with 50 layers. It is

characterised by several convolutional layers stacked together as convolutional blocks

with skip connections. For an input x ∈ RH×W×C
, a skip connection is defined as

x′ = F(x) + x, (1)

where F(x) is the output of a convolutional block and x′
is the output of the skip con-

nection. Also, the number of layers changes depending on the variant of the ResNet

model while maintaining the number of blocks at 4. For example, ResNet-50 has 3

convolutional layers in the first convolutional block, 4 convolutional layers in the sec-

ond convolutional block, 6 convolutional layers in the third convolutional block and

another 3 convolutional layers in the final convolutional block.

MHSA. In this study, we linearly transform input x ∈ RH×W×C
to three represen-

tations namely a query (Q), key (K) and value (V ), using three matrices WQ, WK

and WV . It should be noted that these matrices are learnable. The representations Q,

K and V are computed as

Q = xWQ K = xWK , V = xWV . (2)

Next, we define self-attention as

Attention(Q,K, V ) = softmax

(
QK⊤
√
d

)
V, (3)
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where d is a scaling factor. A single self-attention is known as a head. Multi-Head

Self-Attention computes several heads (h) in a parallel approach and concatenates the

outputs. MHSA is given as

MHSA(Q,K, V ) = Concat(head1, head2, . . . , headn), (4)

where n represents the number of heads and Concat(·) is a concatenating function.

FL. The Focus Layer is a feature aggregation layer which applies convolutions to

extract fine-grained information from the output of the MHSA output. For input x ∈
RH×W×C

, the focus layer is defined as

FL(x) = σ(Conv(x)), (5)

where Conv(·) is a convolutional operator and σ(·) is an activation function, which

in our case is GELU [10].

BN. & LN. Normalisation as the name suggests is a technique used to normalise the

mini-batch or layers of a model to zero mean and unit variance. It is batch normalisa-

tion (BN) [11] if applied on a mini-batch and layer normalisation (LN) [1] otherwise.

For a sample x ∈ Rd
, normalisation is defined as

N(x) =
x− µ

σ
◦ γ + β, (6)

where µ ∈ R is the mean and σ ∈ R is the standard deviation of the feature maps, ◦
is an element-wise multiplication, and γ ∈ Rd

, β ∈ Rd
are learnable parameters.

3.2 Paying Multiple Attention

Our proposed model is illustrated in Figure 1. In detail, we extract feature maps de-

noted by ẑl, where l ∈ {1, . . . , ℓ} represents a convolutional layer. Assuming equal

dimensions, we add ẑl to a global image descriptor g and pass the output to an FCT for

attention. A global image descriptor in this case is the output of the penultimate layer

of a ResNet-50 model. Finally, the feature maps from the FCT modules are concate-

nated into a single vector for classification purposes. We use this approach of learn-

ing to force earlier layers in the model to learn similar mappings of the global image

descriptor of the vanilla model (without attention). We achieve this by using ẑl to

contribute directly to the classification step [12].

3.3 Fully Convolutional Transformers

The Fully Convolutional Transformer (FCT) module is a special case of the Trans-

former module (Fig. 2). In FCT, transformations are done using convolutional func-

tions instead of position-wise linear projection for the attention operation inherent in

Transformers [36]. The motivation behind using convolutions is to keep local relations

between pixels/features while simultaneously maintaining the Transformer structure.
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Fig. 1. Illustrating the overall model. Instead of feeding linear classification layers with feature

maps of the final block of a backbone model, we first feed intermediate feature maps to FCT

modules to capture long-range dependencies, then concatenate the output and later classify.

In our model, the input to the FCT module is a feature map extracted from intermediate

layers of the ResNet-50 model. First, we convert the feature maps into overlapping

patches using convolution. The generated patches are analogous to tokens in NLP [36].

Next, we feed the generated patches to a depth-wise convolution to generate Q, K ,

and V . We normalise the outputs and apply MHSA to generate attention. Finally, we

fuse the outputs with the patches and feed a normalised resultant to the focus layer

which aggregates features using convolution. We summarise FCT mathematically as

follows:

zl−1 = PatchEmbed(ẑl−1 + g), (7)

zl = MHSA(N(ConvProj(zl−1))) + zl−1, (8)

zl+1 = FL(N(zl)) + zl, (9)

where ẑl−1 is a feature map from an intermediate representation of the network and

g is a global image descriptor. PatchEmbed(·) is a convolutional operator used to

create patch embeddings. The patch embeddings are used to generate Q, K , and V for

MHSA (see Eqn. 4) using ConvProj which is a depth-wise convolution. Before that, Q,

K , and V are normalised using either batch normalisation or layer normalisation (see

Eqn. 6).

4 Experiments and Results

Experimental Setup. We implement the description of the model in Section 3 and

experiment using the CIFAR-10 image dataset [14]. First, we augment the data by ran-

dom cropping, padding, or flipping the images either horizontally or vertically. With
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Fig. 2. Details of the Fully Convolutional Transformer (FCT) module. It takes in feature maps

from intermediate layers of the backbone network, creates patch embeddings, projects to Q, K ,

and V for the MHSA mechanism, and feeds to another convolution layer for classification.

Table 1. Top-1 validation classification accuracy on CIFAR-10 dataset.

Model Top-1 Acc. (%)

vanilla (ResNet-50) 92.87

ours (with LN) 93.04

ours (with BN) 93.35

ours (pre-trained) 95.72

a batch size of 128, we train the model using the Adam optimizer [13] at a learning

rate of 0.01, a weight decay of 1 × 10−4
and cyclical learning rates [26]. We also clip

all gradients at global norm 1 [4]. Moreover, we initialise the model using the Kaiming

normal initialiser [8] and train end-to-end for 200 epochs. Finally, we use cross-entropy

loss as our cost function, and top-1 accuracy to measure performance for the various

experiments.

Results. We modified a ResNet-50 model to predict the classes of CIFAR-10 im-

age dataset. In detail, we feed intermediate layers from the ResNet-50 model to a

Fully Convolutional Transformer (FCT) module. As a baseline, we train a ResNet-50

with no modifications and achieve 92.87% validation accuracy. Motivated by Wu et

al. [36], we experiment with two normalisation techniques: batch normalisation (BN)

and layer normalisation (LN). We observe that our model trained with BN performs

slightly better than the LN version. To compare, we also train our model initialised

with pre-trained weights from ImageNet [22]. We observe a relatively close perfor-

mance between our model trained from scratch and our model trained with pre-trained

weights (see Table 1). Additionally, we predict and use Grad-CAM [23] to generate lo-

calisation maps on the input images (see Fig. 5 in the Appendix).

We also generate a confusion matrix (see Fig. 3) from our best-performing model

(that is, the model trained from scratch with batch normalisation). We see in Figure 3

that the model struggles to correctly classify the cat category, misclassifying 150 im-

ages and mostly classifying them as dogs. This can be partly explained by the visual
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Fig. 3. The confusion matrix of our model on the CIFAR-10 validation set.

similarity that exists between cats and dogs. As support to this claim, we see that

several dogs are misclassified as cats.

Furthermore, we visualise attention maps of the various auxiliary layers used in

our model. Since we add a global image descriptor to intermediate feature maps, we

expect certain regions of the output to have high values if they contain similar or parts

of dominating regions of the global image descriptor. We observe that the earliest layer

(that is the first FCT) produces coarse localisations on the discriminative regions. We

see that as we progress through the network, the model produces finer localisations

and is more focused on the object of interest (Fig. 4).

5 Conclusion

In this study, we attempted to learn long-range dependencies and capture global fea-

tures using a modified ResNet-50 which outputs feature maps from intermediate layers

to Fully Convolutional Transformer (FCT) modules. We trained the model in an end-

to-end fashion and observed superior performance over the vanilla model (ResNet-50

with no FCT modules) used for the study. Also, we observed the benefit of training

the model with batch normalisation over layer normalisation. Finally, we saw that

our model is able to highlight discriminating regions of the input image, generating

coarse localisations to fine localisations as it progresses through the layers. Overall,

we demonstrated the potential of the proposed model and thus have provided a new

perspective for the future design of hybrid models containing convolutional blocks

and Transformers.
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Input Image FCT 1 FCT 2 FCT 3 Overall

Fig. 4. Discriminating regions of randomly selected images using Grad-CAM.
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Appendix

Fig. 5.We predict and highlight discriminating regions of a subset of the validation set of CIFAR-

10. We observe high confidence the predictions. It should be noted that we rounded the confi-

dence values to the nearest integer percentages.
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Abstract. Real-world optimisation problems typically have objective
functions which cannot be expressed analytically. These optimisation
problems are evaluated through expensive physical experiments or sim-
ulations. Cheap approximations of the objective function can reduce
the computational requirements for solving these expensive optimisa-
tion problems. These cheap approximations may be machine learning or
statistical models and are known as surrogate models. This paper in-
troduces a simulation of a well-known batch processing problem in the
literature. Evolutionary algorithms such as Genetic Algorithm (GA), Dif-
ferential Evolution (DE) are used to find the optimal schedule for the
simulation. We then compare the quality of solutions obtained by the
surrogate-assisted versions of the algorithms against the baseline algo-
rithms. Surrogate-assistance is achieved through Probablistic Surrogate-
Assisted Framework (PSAF). The results highlight the potential for im-
proving baseline evolutionary algorithms through surrogates. For differ-
ent time horizons, the solutions are evaluated with respect to several
quality indicators. It is shown that the PSAF assisted GA (PSAF-GA)
and PSAF-assisted DE (PSAF-DE) provided improvement in some time
horizons. In others, they either maintained the solutions or showed some
deterioration. The results also highlight the need to tune the hyper-
parameters used by the surrogate-assisted framework, as the surrogate,
in some instances, shows some deterioration over the baseline algorithm.

Keywords: single-objective optimisation, machine learning, evolutionary
algorithms,surrogate models
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1 Introduction

Single-objective optimisation problems (SOP) are a common occurrence in nu-
merous fields. Most optimisation problems encountered in practice have objec-
tive functions that cannot be assessed analytically and call for time-consuming
physical experiments or simulations [10, 14, 23].

Search heuristics called evolutionary algorithms (EA) produce solutions to
optimisation and search issues. Evolutionary algorithms employ inheritance, mu-
tation, selection, and crossover methods that are modelled after natural evolu-
tion. The computing restrictions of evolutionary algorithms are identical to those
of physical experiments or simulations, as often, it may take tens of thousands
of fitness assessments to find workable solutions [10].

It is possible to use computationally affordable approximations of the goal
functions to get around these restrictions while maintaining the quality of the
solutions. These low-cost estimates are known as surrogate models ormetamodels
(these terms may be used interchangeably) [5–7, 9, 11, 12, 16–19]. These stand-
ins could be statistical models (like the Gaussian Process) or machine learning
models (e.g. artificial neural networks). These surrogates can be trained using
historical data or simulation runs that have been carefully chosen.

Previously, [18] employed surrogate-assisted techniques for the optimisation
of design parameters of a chemical process. The authors compared a simulation-
only approach to a surrogate-assisted model [18]. The authors note that the
surrogate-assisted achieves a max value faster and is equally able to achieve a
better max revenue than the simulation-only model [18]. Further, the authors
demonstrate that surrogate-assisted Genetic Algorithms can scale into increas-
ingly complex systems with parallel and feedback components, with significant
speedups and robust results [17].

In this paper, a simulation of the (flowshop) batch-processing problem [8] is
designed, which accepts a set of instructions indicating which processes should
run at which time (herewith referred to as a schedule). The metaheuristic op-
timisation algorithms Genetic Algorithm (GA) and Differential Evolution (DE)
obtain optimal schedules for the batch-processing problem, the baseline algo-
rithms. The objective function used by GA and DE is the simulation of the
problem. Then, surrogate-assisted versions of the GA and DE derive optimal
schedules for the batch-processing problem. Quality indicators such as Success
Rate (SR), Average Evaluations to a Solution (AESR) and Average Genera-
tions to a Solution (AGSR) compare the performance of the surrogate-assisted
algorithms to the baseline algorithms.

Specifically, the aims of this paper are:

1. to show that it is viable to create a simulation to model a well known (flow-
shop) batch processing problem using the SimPy package,

2. to illustrate the viability of using the simulation as the objective function of
an optimisation problem, and

3. to investigate the improvements, if any, of using surrogate-assisted evolu-
tionary algorithms as opposed to the sole use of evolutionary algorithms.

79



Title Suppressed Due to Excessive Length 3

1.1 Single-Objective Optimisation

The mathematical formulation of a (maximisation) single-objective optimisation
problem, is given by:

max f(x)

s.t. gj(x) ≤ 0, j = 0, . . . , J,

hk(x) = 0, k = 0, . . . ,K,

xL ≤ x ≤ xU

(1)

where fx is the objective function, xϵRn is the decision vector, xL and xU are
the lower and upper bounds of the decision vector, n is the number of decision
variables, gj(x) are the inequality constraints, and hk(x) are the equality con-
straints, J, K are the number of inequality and equality constraints, respectively
[10]. If a solution x satisfies all constraints, it is called a feasible solution, and
the solutions that achieve the maximum value are called the optimal solutions
[10].

1.2 Probabilistic Surrogate-Assisted Framework (PSAF)

The probabilistic surrogate-assisted framework (PSAF) employed in this re-
search was introduced by [1] and also forms part of the authors’ pysamoo pack-
age, which is explored in this research [3]. PSAF may only be applied to single-
objective, unconstrained optimisation problems [1] (PSAF has been extended
for multi-objective, constrained problems in a framework known as GPSAF [2]).
The baseline algorithm (i.e. the meta-heuristic that the surrogate will enhance)
used in PSAF may be one of many evolutionary algorithms, such as Genetic
Algorithm (GA), Particle Swarm Optimisation (PSO), or Covariance matrix
adaptation evolution strategy (CMA-ES) [1].

PSAF uses the whole search pattern (i.e. using all the solutions and their
offspring) to optimise the surrogate, as opposed to other frameworks which only
use the final solution(s). The exploration-exploitation balance is discovered by
using the search pattern and accounting for the surrogate’s accuracy. PSAF
consists of two phases to enable even more adaptable use of the surrogate. The
first phase, known as α-phase, derives a solution set influenced by the surrogate
[1]. The second phase, β-phase, introduces bias by optimising the surrogate for
a few iterations [1].

The α-phase incorporates a popular concept among evolutionary algorithms
known as tournament selection. A population member must win a tournament
to participate in the mating process. The quantity of competitors (α) balances
how greedy the selection process will be. On the one hand, a higher value of α
restricts mating to elitist solutions, whereas a lower value lessens the selection
pressure [1]. The most commonly used tournament mode for genetic algorithms is
the binary tournament (α=2), which compares a pair of solutions regarding one
or multiple metrics. A binary tournament declares the least infeasible solution
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(i.e. the solution whose objective value is closest to the objective function) as the
winner if one or both solutions are infeasible. If both solutions are feasible, the
solution with the smaller function value is the winner. In PSAF, tournament se-
lection compares solutions evaluated on the surrogate; this introduces surrogate
bias while generating new infill solutions [1].

Although tournament selection effectively incorporates the surrogate’s ap-
proximation, it is limited by only looking at one iteration into the future. Dur-
ing the β-phase, the baseline algorithm is run for extra consecutive β iterations
on the surrogate’s approximation, which increases the surrogates’ impact. The
surrogate’s optimum will continuously be reached if β is incorrect and will com-
pletely discard the baseline algorithm’s default infill method. An incorrectly
chosen β also reduces the infill options’ diversity and does not consider the ap-
proximation inaccuracy of the surrogate [1].

The optimisation of the batch-processing problem can be written as, [15]:

max Σsprice(s
p)qs(sp, p),∀p = P, spϵSp

s.t. tu(sin,j′ , p) ≥ tp(sinj , p),∀jϵJ, pϵP, sinjϵSsp

inJ′ , sinj′ ϵS
sc
inJ ,

qs(s, p) ≤ QSU ∀sϵS, pϵP

(2)

1.3 Batch processing problem

s1 Mixing s2 Reaction s3 Purification s4

Fig. 1. State Task Network diagram.

This paper’s example used as a case study is a batch processing problem de-
scribed by [8, 20, 21]. The problem studies the production of a single product via
three processes: mixing, reaction, and purification. Table 1 shows the relevant
constraints on the system, and the STN in Figure 1 illustrates the flow of the
product through the system [21]. Both fixed and variable processing time vari-
ants of this problem have been solved using evolutionary algorithms [4, 20, 21].
The Makespan minimisation problem has also been solved using evolutionary
algorithms [22]. The global solutions (i.e. the optimal schedules for various time
horizons) employed in this paper have been reported in the literature [20–22].
The fixed times are shown in Table 1 while the variable processing times are
batch dependent (i.e. the time depends on the amount of product) and not con-
sidered in this paper. Table 1 shows the storage constraints of each storage unit
in the system as well as the capacity constraints (i.e. how much material each
process can take in). A simulation of the process in the STN diagram 1 is created
and used as the objective function in this research, described further in Section
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Table 1. System constraints data.

Unit Capacity Suitability Time Price

Unit 1 100 Mixing 4.5 0

Unit 2 75 Reaction 3.0 0

Unit 3 50 Purification 1.5 0

State Storage Initial Price

State 1 Unlimited Unlimited 0

State 2 100 0.0 0

State 3 100 0.0 0

State 4 Unlimited 0.0 0

2.1. The simulation output is the amount of product produced by a solution for
a given time horizon. The solutions take the form of binary instruction vectors
which tell the simulation which process to run at which time. The decision vari-
ables are binary digits which indicate whether a process should be run (1) or not
(0). The instruction vectors and decision variables are discussed in more detail
in Section 2.1.

2 Methodology

2.1 Setting up the simulation

SimPy is a Discrete-Event Simulator which allows for the creation of simulations
based on (discrete) real-world processes [13]. A simulation in SimPy is created
using the parameters described in Section 1.3 and the State Task Network (STN)
diagram shown in Figure 1. The units and states in Table 1 are Containers in the
simulation. The three processes (mixing, reaction, and purification) are Python
functions which control the contents of the Containers.

The objective of the case study in Section 1.3 is to maximise the amount
of product produced in a given time horizon. As such, the simulation takes as
input a schedule (herewith referred to as the instruction vector) instructing it
at which times the processes should be started. The indices of the instruction
vector represent the 0.5H time steps from 0, e.g. 0, 0.5, 1, 1.5, 2, . . . . Each element
in the instruction vector is a binary vector of size 3. Each index of this binary
vector represents one of the processes (0 for purification, 1 for reaction, and 2
for mixing). Consider an instruction vector x = [[1,0,0], [0,0,0]], then at time 0,
the instructions are [1,0,0] indicating that mixing should occur at time 0, while
reaction and purification should not. At time 0.5, none of the processes would
occur; however, since mixing started at time 0, it will run for its allotted time.
If a process starts to run at time t, it will not be allowed to run again until its’
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scheduled time is complete. For a time horizon n, the instruction vector would
have a length of (n × 2) × 3. For example, a 12H time horizon would have an
instruction vector of length 72. An example instruction vector for the 12H time
horizon is show in 2.

The simulation in this instance is not necessarily cheaper than the objective
function, however for more complex scenarios (e.g. the multi-purpose batch pro-
cessing problem [8, 20, 21], the simulation would be cheaper and the purpose of
this study is to investigate if a cheap simulation can approximate an objective
function well enough for future work. The simulation is an approximation be-
cause instruction vectors don’t always produce the optimal objective value, only
the optimal instruction vectors do.

Adjusting the systems’ parameters creates a variation of the motivating ex-
ample (called the primary example) with a stricter bottleneck (i.e. increasing
the complexity of the optimisation problem). Reducing the storage capacities of
State 2 and State 3 in Table 1 from 100 to 50 allows for more stringent bottleneck
behaviour.

1 0 0 . . . 0 1 0 . . . 0 0 1 . . . 0 0 0
[ ]time 0 time 4.5 time 7.5 time 12

run mixer mixer purificator no process to run

Fig. 2. Instruction vector example for 12H time horizon.

2.2 Optimising the schedule of the multi-purposed batch-processing
problem

The batch-processing problem is a constrained maximisation optimisation prob-
lem with the number of variables for a given time horizon equal to the length
of the instruction vector for that time horizon. The objective function to max-
imise is the output of the simulation described in Section 2.1 (i.e. the amount of
material produced in a given time horizon). The simulation is coded in such a
way that if a solution is infeasible (i.e. a process is scheduled to run but violates
the system’s constraints), then it accepts the solution but won’t run any pro-
cesses that violate the constraints of the system. Since the instruction vectors
are binary, the lower and upper limits for the variables are 0 and 1, respectively.

The initial population is a randomly generated instruction vector with at
most half the values set to 1 (with the rest being 0). Crossover and mutation are
applied to generate the offspring population.

The evolutionary algorithms studied in this paper are GA and DE. The al-
gorithmic processes for GA and DE are shown in Figures 3 and 2.2, respectively.
The PSAF framework, described in Section 1.2, provides surrogate assistance
to the evolutionary algorithms. Various quality indicators allow for comparing
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Generate
Initial

Population

Fitness
Evaluation

Convergence
check

Selection

Crossover

Mutation

Stop
yes

no

Fig. 3. GA flowchart.

the quality of the solutions generated by the evolutionary algorithms and their
surrogate-assisted counterparts. The quality indicators employed in this research
are Success Rate (SR), Average Evaluations to a Solution (AESR) and Aver-
age Generations to a Solution (AGSR). SR measures the percentage of trials
in which the best value returned by the algorithm was within a specific per-
centage of the optimal objective value. AESR measures the average number of
evaluations required to reach a certain percentage of the optimal objective value.
AGSR is the average number of generations to reach a certain percentage of the
optimal objective value. For the primary example, 95% and 99.5% are chosen.
For the variation of the problem, 90% and 95% are chosen. For robustness, each
experiment is run 30 times, and the average value of each quality indicator is
presented.

The various algorithms use the same parameters: the initial population size
is 30, the number of generations is 20, and the number of offspring is 10. For
both the primary example and the variation, the parameters for PSAF are; α is
5, β is 5, and the number of infills is 10. It should be noted that the parameters
have not been tuned, which could improve results. For the 168H time horizon,
the number of generations is reduced to 15. Table 4 provides the parameters
used in the GA and DE algorithms for all the time horizons.
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Fig. 4. DE flowchart.

3 Results

Tables 2 and 3 show the quality indicators for the primary and variant ex-
amples, respectively, for each time horizon. The SR@95 and SR@99.5 values
show the percentage of trials wherein the highest objective value was within
95% and 99.5% of the optimal objective value, respectively. The AESR@95 and
AESR@99.5 values show the average number of evaluations required to reach
95% and 99.5% of the optimal objective value, respectively. The AGSR@95
and AGSR@99.5 values show the average number of generations required to
reach 95% and 99.5% of the optimal objective value, respectively. Studying the
surrogate-assisted results, we expect to see the SR values increase (i.e. the success
rates should increase). We also expect the AESR and AGSR values to decrease
(i.e. it should take the surrogate-assisted algorithms fewer evaluations and gen-
erations to get close to the optimal objective value).

Table 2 shows that PSAF-GA provides general improvement for the AESR@99.5
and AGSR@99.5 indicators. The SR@99.5 shows that PSAF-GA had much lower
success rates than the GA. The AESR@95 shows mixed results wherein there
is an improvement for the 36H, 72H and 168H time horizons, whereas there is
deterioration and maintenance for the others. The AGSR@95 also shows an im-
provement for some time horizons and deterioration or maintenance for others.
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Interestingly, under the specified parameters, the GA and PSAF-GA could not
reach 99.5% of the optimal objective value for the 168H time horizon.

0 2 4 6 8 10 12 14 16

3,400

3,410

3,420

3,430

Generation

O
b
je
ct
iv
e
V
a
lu
e

GA

DE

PSAF-GA

PSAF-DE

Fig. 5. (Primary Example) 168H Generations vs Objective Value.

Comparing the DE and PSAF-DE shows a general improvement in the SR@99.5
metric. However, Table 2 shows mixed results in the other metrics where the
surrogate-assisted PSAF-DE showed improvement for some time horizons and
deterioration or maintenance for others. DE could not reach 99.5% of the optimal
objective value for the 72H and 168H time horizons, whereas PSAF-DE could.
Figure 5 highlights that for the 168H time horizon, PSAF-DE and PSAF-GA
can get closer to the optimal objective value quicker than the baseline GA and
DE algorithms (i.e. it tends towards the optima in fewer generations). This re-
sult highlights the value of enhancing evolutionary algorithms through surrogate
assistance.

Studying the results for the variation of the problem, Table 3 shows that in
some cases, PSAF-GA provided an improvement over the baseline GA, whereas,
in others, there was either maintenance or deterioration. Studying the results
of PSAF-DE and the baseline DE paints a similar picture, wherein some of the
test cases show an improvement by PSAF-DE, although that improvement is
not visible in all test cases. Figure 5 shows that for the 168H time horizon in the
primary example, PSAF-DE and PSAF-GA can converge towards the optimal
objective value in fewer generations than DE and GA, respectively. These results
showcase the potential for using a surrogate-assisted framework but also high-
light the importance of tuning the surrogates’ hyper-parameters for achieving
consistent, improved performance. Further, the results presented here warrant
the exploration of using PSAF for solving the more general multi-purpose batch
processing problem which is a multi-objective optimisation problem.
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4 Conclusion

This paper studied the application of the evolutionary algorithms GA, DE, and
their surrogate-assisted counterparts PSAF-GA and PSAF-DE to the batch-
processing problem [8, 20, 21].

The task is to maximise the product produced by the simulation for a given
time horizon. The solutions generated by the evolutionary algorithms represent a
schedule for the simulation to follow. This paper also considers a problem varia-
tion in which the systems’ parameters are modified to enforce stricter bottleneck
behaviour, thereby increasing the complexity of the optimisation task.

Table 2 shows the potential of a surrogate-assisted framework like PSAF
for solving optimisation problems. In some cases, in the primary example, the
surrogate improved over the baseline algorithm or maintained the quality of
solutions (e.g. PSAF-DE showed improvement on AESR@99.5 and AGSR@99.5).
In contrast, the surrogate deteriorated over the baseline algorithm in some cases
(e.g. PSAF-DE showed deterioration on AESR@90 and AGSR@90). Table 3
shows similar behaviour in the variant of the variant example. Figure 5 shows
that for the 168H time horizon in the primary example, PSAF-GA and PSAF-
DE converge in fewer generations than GA and DE. These results show that it is
feasible to build a simulation of the problem which can be used as the objective
function in the optimisation problem.

Finally, these findings show that surrogate-assisted frameworks have the po-
tential to improve baseline evolutionary algorithms. In future work, tuning the
parameters of the PSAF framework, α and β, could provide further improvement
by the surrogate. This paper considered the single-objective batch-processing
problem, to explore the effectiveness of using a surrogate-assisted framework
like PSAF to solve optimisation problems using a simulation as the objective
function. The results presented here warrant the exploration of using PSAF for
solving the more general multi-purpose batch processing problem which is a
multi-objective optimisation problem.
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Table 2. Primary Example Quality Indicators.

Algorithm
Time

Horizon
Objective

Value
SR
@95

SR
@99.5

AESR
@95

AESR
@99.5

AGSR
@95

AGSR
@99.5

GA

12H 100 100 100 30 30 1 1

24H 350 100 100 30 30 1 1

36H 625 100.00 100.00 44.67 56.67 2.83 3.83

48H 900 100.00 73.33 34.00 107.72 1.47 8.46

60H 1150 100.00 60.00 30.00 142.22 1.00 12.22

72H 1425 100.00 36.67 34.00 140.00 1.40 12.00

168H 3550 100 0 30 0 1 0

PSAF-GA

12H 100 100.00= 100.00= 31.33− 31.33− 1.13− 1.13−

24H 350 100= 100= 30= 30= 1= 1=

36H 625 100.00= 100.00= 32+ 48.67+ 1.2+ 2.87+

48H 900 100.00= 53.33− 40.67− 76.25+ 2.07− 5.63+

60H 1150 100.00= 33.33− 36.67− 82.00+ 1.67− 6.20+

72H 1425 100.00= 20.00− 31.33+ 106.67+ 1.13+ 8.67+

168H 3550 100.00= 0.00= 34.44− 0.00= 1.44− 0.00=

DE

12H 100 100.00 100.00 30.33 30.33 1.03 1.03

24H 350 100 100 30 30 1 1

36H 625 100.00 73.33 30.00 30.00 1.00 1.00

48H 900 100.00 80.00 32.00 123.33 1.20 10.33

60H 1150 100.00 33.33 30.00 135.00 1.00 11.50

72H 1425 100.00 0.00 30.67 0.00 1.07 0 .00

168H 3550 100 0 30 0 1 0

PSAF-DE

12H 100 100.00= 100.00= 30.67− 30.67− 1.07− 1.07−

24H 350 100.00= 100.00= 31.33= 31.33− 1.13− 1.13−

36H 625 100.00= 100.00+ 30.00= 52.67− 1.00= 3.27−

48H 900 100.00= 100.00+ 44.00− 83.33+ 2.40− 6.33+

60H 1150 100.00= 26.67− 30.00= 132.50+ 1.00= 11.25+

72H 1425 100.00= 6.67+ 34.67− 140.00+ 1.47− 12.00+

168H 3550 100= 100= 30= 30+ 1= 1+

+Surrogate improvement.
−Surrogate deterioration.
=Surrogate maintained.
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Table 3. Variant Example Quality Indicators.

Algorithm
Time

Horizon
Objective

Value
SR
@90

SR
@95

AESR
@90

AESR
@95

AGSR
@90

AGSR
@95

GA

12H 100 100 100 30 30 1 1

24H 325 100.00 93.33 53.33 87.14 1 4.21

36H 575 100.00 80.00 61.33 155.00 1.80 10.58

48H 800 100.00 33.33 56.67 742.00 1.33 25.40

60H 1000 100 100 30 50 1 3

72H 1250 100.00 93.33 32.00 104.28 1.20 8.43

168H 2825 100 100 30 30 1 1

PSAF-GA

12H 100 100= 100= 30= 30= 1= 1=

24H 325 100.00= 100.00+ 30.00+ 65.33+ 1.00= 4.53−

36H 575 93.33− 40.00− 40.00+ 58.33+ 2.00− 3.83+

48H 800 100.00= 0.00− 35.33+ 0.00− 1.53− 0.00−

60H 1000 100.00= 86.67− 30.00= 67.69− 1.00− 4.77−

72H 1250 100.00= 53.33− 30.00+ 90.00+ 1.00+ 7.00+

168H 2825 100= 100= 30= 30= 1= 1=

DE
12H 100 100 100 30 30 1 1

24H 325 100.00 80.00 30.00 32.5 1 1.25

36H 575 100 80.00 38.00 78.33 1.80 5.83

48H 800 100.00 0.00 50.67 0.00 3.07 0.00

60H 1000 100 100 30 57.33 1.00 3.73

72H 1250 100.00 46.67 35.33 104.29 1.53 8.43

168H 2825 100 100 30 30 1 1

PSAF-DE

12H 100 100= 100= 30= 30= 1= 1=

24H 325 100.00= 100.00= 30.00= 52.00− 1.00= 3.20−

36H 575 100.00= 40.00− 48.00− 53.33+ 2.8− 3.33+

48H 800 100.0= 0.0= 32.0+ 0.0= 1.2+ 0.0=

60H 1000 100.00= 100.00= 30.00= 40.67+ 1.00+ 2.07+

72H 1250 100.00= 73.33+ 31.33+ 124.55− 1.13+ 10.45−

168H 2825 100= 100= 30= 30= 1= 1=

+Surrogate improvement.
−Surrogate deterioration.
=Surrogate maintained.

89



Title Suppressed Due to Excessive Length 13

Table 4. Experimental Setup (Primary and Variation Examples).

Time Horizon Algorithm Generations Population Size Offspring

12H
GA 20 30 10

DE 20 30 10

24H
GA 20 30 10

DE 20 30 10

36H
GA 20 30 10

DE 20 30 10

48H
GA 20 30 10

DE 20 30 10

60H
GA 20 30 10

DE 20 30 10

72H
GA 20 30 10

DE 20 30 10

168H
GA 15 30 10

DE 15 30 10

90
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Applying Route Optimisation to Fair Rota Generation for 
Home-Help Services 

Naomi Davidson and Richard Booth 
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Abstract. Rota creation for home-help services is often a complicated, manual 
task, with very few solutions available that can factor in the routes that carers will 
travel to complete their daily work. What’s more, carers on zero-hours contracts 
are often left dealing with unpaid travel time and job assignments which appear 
unfair. This paper investigates this problem from an integer linear programming 
perspective, formulating a solution based on a vehicle routing problem. A multi-
objective integer linear program is implemented to optimise travel time and fair-
ness, and results are visualised and evaluated for effectiveness. 

Keywords: integer linear programming, vehicle routing, home-help services, 
fairness. 

1 Introduction 

Carers who provide home-help to elderly clients perform a wide range of duties, 
including housework, washing and physical assistance, cooking meals, and running er-
rands. Whatever the needs of the client, the travel required to get to their home is an 
essential part of every job. Companies offering this service create rotas for their staff, 
with some giving more consideration than others to how far each carer will be expected 
to travel between jobs. Rota creation is often time-consuming, and it can be near im-
possible to manually produce rotas which avoid excess travel. Additionally, fair and 
transparent distribution of work between carers contributes to carer job satisfaction. 
The aim of this paper is to create and implement an algorithm which can take as an 
input the addresses of carers and clients, along with other relevant details. The imple-
mentation of this algorithm should produce an ordered list of job assignments for each 
carer which is optimised for overall travel time while still being fair, all with the aim of 
enhancing the ability of home-help services to create efficient rotas. The well-estab-
lished use of integer linear programs (ILPs) to solve route optimisation problems makes 
them an ideal candidate for tackling this problem. In particular we will base our solution 
on an existing ILP formulation of the Vehicle Routing Problem (VRP). 

We define our problem as follows: given a set of locations, let k carers be located 
individually at their k home locations. Let the remaining n locations be the home loca-
tions of n clients. Our problem is to find routes for the k carers such that each of the n 
clients is visited at home exactly once by exactly one carer, with each carer starting and 
ending their route at their own home. The total travel time by all carers must be mini-
mised, subject to the routes being fair for all carers. 
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The plan of the paper is as follows. In section 2 we discuss an existing ILP formula-
tion of the VRP that we will build on, due to Ramos et al [14], as well as give some 
preliminary discussion on the concept of fairness when applied in our context. In sec-
tion 3 we present our initial, basic solution, using a simplified treatment of fairness, 
before incorporating a more refined treatment in section 4. We test and evaluate our 
ILPs in section 5 and mention some related work in section 6 before concluding. 

2 Vehicle Routing Problems and Fairness 

There are many well-known routing problems for which solutions have been formu-
lated as ILPs, going back to the Travelling Salesperson Problem (TSP) [5], going 
through to the Multiple Travelling Salesperson Problem (MTSP) [9] and the Multi-
Depot Multiple Travelling Salesperson Problem (MDMSTP) [9]. While all these for-
mulations have applications in logistics, Vehicle Routing Problems (VRPs) take this 
further still and are another group of widely studied problems. VRPs tend to be gener-
alisations of MTSPs or MDMSTPs, with added constraints placed on each vehicle such 
as capacity or maximum distance. For this paper, we are specifically interested in fixed 
destination VRPs, where each vehicle must end their route at the same depot at which 
they started. Ramos et al. [14] reported an ILP formulation for the VRP, with binary 
variables 𝑥!"# that indicate whether vehicle k travels directly from node i to node j. We 
will adapt this formulation for our purposes in section 3. While adaptations will be 
required to achieve aims such as fairness, this is the most appropriate of the above 
problems from which to build a solution to the problem of applying route optimisation 
to rota generation for home-help services. 

2.1 Fairness.  

As we match carers to clients, one of our main aims is a fair assignment of jobs. In 
the fields of mathematics, economics, and computer science there are several estab-
lished fairness measures. Hoang et al. [8] summarise some of the most used definitions 
to have emerged in the allocation problem literature in the last six decades or so, using 
the example of a cake cutting problem with a finite set of players N and a cake CAKE. 
A division of the cake is a vector x = (x1,..., xn) where 𝑥! ⊆ 𝐶𝐴𝐾𝐸 is the share of player 
i and ⋃ 𝑥!{!∈&} = 𝐶𝐴𝐾𝐸. Each player i has a utility function 𝑢! that associates a real 
number to any possible 𝑥!. Player i prefers share 𝑥! to 𝑥!( iff 𝑢!(𝑥!) > 𝑢!(𝑥!().  

In our problem, the ‘cake’ to be divided among the carers is the set of all available 
caring jobs. The utility function for each carer will vary based on whether the employer 
pays for travel explicitly, and could relate to amount of paid work, amount of paid work 
proportional to unpaid work, or some combination of these. Using our cake cutting 
problem notation, we have the following three definitions [8]: 

Exact fairness. A division is exact if all players’ allocations are identical, i.e., exchang-
ing shares will not affect any player's outcome. So, for any players 𝑖, 𝑗 ∈ 𝑁, 𝑢!2𝑥"3 =

)
*
. 

We know intuitively that this will not be possible to achieve in our problem given any 
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utility measure involving travel, as is it extremely unlikely that a carer would have the 
same travel time when swapping for otherwise identical jobs in alternative locations. 

Envy-freeness. A division is envy-free if every player prefers its allocation to any other 
player's allocation. So, for any player i, 𝑢!(𝑥!) ≥ 𝑢!2𝑥"3∀𝑗 ∈ 𝑁. In our problem, as in 
many others, this is not a realistic measure. We cover this in more detail below. 

Equitable fairness. A division is equitable if all players have the same utility for their 
respective shares, i.e., ∀𝑖, 𝑗 ∈ 𝑁, 𝑢!(𝑥!) = 𝑢"(𝑥"). Related to our issues with exact fair-
ness, given any utility measure involving travel, it is extremely unlikely that a carer will 
have exactly the same utility as another carer for their respective jobs. 

 
Although none of these definitions can be straightforwardly applied to our problem, 

we will be able to use relaxations of both exact fairness and equitable fairness to inspire 
the ILPs we formulate for route-optimised rota generation in sections 3 and 4. 

With an inability to guarantee a division of jobs which is exact or equitable, we might 
look to envy-freeness as a better approach, especially as route optimisation involves 
choosing for each party the route that is most appropriate for them. But Bouveret and 
Lang [3] note that, “[a] key concept in the literature on fair division is envy-freeness: 
an allocation is envy-free if and only if each agent likes her share at least as much as 
the share of any other agent. Ensuring envy-freeness is considered a desirable property; 
however, envy-freeness alone does not suffice as a criterion for finding satisfactory 
allocation.” Indeed, for many problems there can be no envy-free allocation, and this is 
further complicated in our case by the high likelihood of our aims of travel minimisation 
being at odds with a pursuit of envy-freeness, as we will see later.  

Envy-free allocations may not exist for all/any of our rota-creation problems, but the 
spirit of envy-freeness is relevant: clarity and impartiality in the system can reduce 
envy, and we can borrow intuitively from envy-freeness as we evaluate the strength of 
our proposed solutions, and test whether we are able to create rotas for which there 
would be little incentive for carers to swap jobs with one another in the pursuit of fair-
ness. We will need to test this empirically, and the availability of visualisations will 
play a role here (see section 5.2). 

3 Basic Solution 

As we are primarily interested in the role of route optimisation in home-help rota gen-
eration, we first formulate an ILP which can model the assigning of carers to ordered 
lists of clients while minimising the total distance travelled by all carers, i.e., without 
incorporating any sophisticated notion of fairness. We solve the ILP for sets of ad-
dresses chosen at random from a pool of real UK addresses across adjacent towns. We 
assume that the number of clients will always be greater than or equal to the number of 
carers. 

We assume it is desirable for carers to be allocated an equal share of the available 
work. For this, we use the concept of exact fairness from section 2.1 and divide the 
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number of available jobs to be shared between carers so that all carers’ allocations are 
identical. We treat all jobs as having an equal utility for all carers, so that, using our 
notation from section 2, for an exact division for any carer 𝑖 ∈ 𝑁, 𝑢!2𝑥"3 =

)
*
, ∀	𝑗 ∈ 𝑁. 

Of course, this is a naïve approach to pursuing exact fairness, both because there will 
be cases where the jobs do not divide exactly between the carers, and because we do 
not account for probable large variations in the total time individual carers will be re-
quired to spend travelling and therefore the variation in carers’ utility for any given 
assignment of jobs. However, this approach is worth exploring as it will provide a level 
of fairness while allowing flexibility for the algorithm to find a solution which truly 
minimises overall travel time. It is also of interest as it is likely a common method for 
dividing work between carers in situations where route optimisation is not considered, 
making it a useful basic case. We assume jobs of equal length for this basic solution. 

To ensure fairness according to this measure, we will introduce upper and lower 
bounds on the number of jobs a carer must be assigned. These bounds will be based on 
the result of dividing the total number of jobs by the total number of carers. If the re-
sulting number is an integer (that is, if the job number is exactly divisible by the carer 
number) then this will be the value of both the upper and lower bounds, guaranteeing 
that the jobs are assigned with exact fairness. Otherwise, the result will be rounded up 
to the nearest integer for the upper bound and down for the lower bound, ensuring that 
the difference between the number of jobs assigned to any two carers is at most one. 

We begin by adapting the ILP for the VRP from Ramos et al. [14]. Recall that vari-
able 𝑥!"# is set equal to 1 if vehicle k travels directly from node i to node j, and zero 
otherwise. 

Indices 
i,j node index 
k carer index 

Sets 
V the set of nodes V = {1, ... , n + w}; V = Vc ∪ Vd 

where n is the number of clients to visit 
and w is the number of carer homes (depots) 

Vc the subset of client nodes Vc = {1, ... , n} 
Vd the subset of depots nodes Vd = {n + 1, ... , n + w} 
K the set of carers K = {1, ... , l}; K = K1 ∪ ... ∪ Ki 

where l is the number of carers 
Ki the subset of carers belonging to carer home i 

Parameters 
rij travelling time from node i to node j 
ti visit duration at customer i 
T maximum time allowed for a route 
A maximum number of clients a carer may visit 
B minimum number of clients a carer may visit 
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𝑀𝑖𝑛𝑖𝑚𝑖𝑠𝑒				>>>𝑥!"#𝑟!"
#∈+"∈,!∈,

(1) 

 
s.t. 

>>𝑥!"# = 1,
#∈+!∈,

								∀𝑗 ∈ 𝑉- (2) 

>>𝑥!"#
#∈+"∈,

= 1,								∀𝑖 ∈ 𝑉- (3) 

>𝑥!.#
!∈,

−>𝑥."#
"∈,

= 0,								∀𝑘 ∈ 𝐾,				∀ℎ ∈ 𝑉 (4) 

>>𝑡!𝑥!"#
"∈,!∈,!

+>>𝑟!"𝑥!"#
"∈,!∈,

≤ 𝑇,								∀𝑘 ∈ 𝐾 (5) 

>𝑥!"#
"∈,!

= 1,								∀𝑘 ∈ 𝐾! ,				∀𝑖 ∈ 𝑉/ (6) 

>𝑥!"#
!∈,!

= 1,								∀𝑘 ∈ 𝐾" ,				∀𝑗 ∈ 𝑉/ (7) 

>𝑥!"#
!∈,

= 0,								∀𝑗 ∈ 𝑉/ ,				∀𝑘 ∉ 𝐾" (8) 

>𝑥!"#
"∈,

= 0,								∀𝑖 ∈ 𝑉/ ,				∀𝑘 ∉ 𝐾! (9) 

𝑥!"# ∈ {0,1}								∀𝑖 ∈ 𝑉,				∀𝑗 ∈ 𝑉,				∀𝑘 ∈ 𝐾 (10) 
 
The objective function (1) has been adapted from [14] to minimise the total travel 

time rather than distance. Constraints (2) and (3) ensure that each client is visited ex-
actly once by a single carer. Route continuity is guaranteed by constraint (4), i.e., if a 
carer arrives at a client’s home, they must also depart from that client’s home. Con-
straint (5) guarantees that route duration (including client visit duration and travelling 
time between homes) does not exceed the maximum time allowed for a carer’s working 
day. Note that we include service times for client homes only, not carer homes. Con-
straints (6) and (7) have been adapted from [14] to ensure that each carer will leave and 
return to their home exactly once. Constraints (8) and (9) have been adapted to jointly 
ensure that a carer cannot travel to or from any carer’s home that is not their own. 
Constraint (10) sets the variables domain. 

Additional parameter A is the upper bound on the number of clients a carer may visit, 
while B is the lower bound. Inspired by the MTSPs from [9], these bounds are intro-
duced to ensure a fair division of jobs. We therefore include the following constraints: 

 
𝑢! − 𝑢" + 𝐴 × 𝑥!"# ≤ 𝐴 − 1,								1 ≤ 𝑖 ≠ 𝑗 ≤ 𝑛,				∀𝑘 ∈ 𝐾 (11) 

𝑢! ∈ {1,… , 𝐴}								∀𝑖 ∈ 𝑉- (12) 
>>𝑥!"#

"∈,!∈,

≥ 𝐵 + 1,									𝑖 ≠ 𝑗, ∀𝑘 ∈ 𝐾 (13) 
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We replace the adapted Miller–Tucker–Zemlin [12] subtour elimination constraints 
(SEC) with an adapted SEC (11) which also introduces the upper bound A by using 𝑢! 
variables which denote, for each client i, where they are placed in an ordered list of 
visits. The constraint enforces that no carer may have an (A+1)th client visit. Constraint 
(12) sets the related variables domain. We also create a new constraint (13) to impose 
the lower bound, where the total number of journeys made by each carer must be greater 
than or equal to one more than the minimum number of visits required (since, for ex-
ample, visiting five clients will involve six journeys including those starting and ending 
at the carer’s home). 

We have implemented and solved the above ILP using Gurobi [7]. Plots using lati-
tude and longitude coordinates and straight lines between them give a basic visualisa-
tion of the problem space and the solution given by the program, as shown in Figure 1. 
In this example, since there are 9 clients and 3 carers, the parameters A and B are both 
equal to 9/3 = 3 

 
Code adapted from a raw.githubusercontent.com notebook [13] provides a look at 

the exact routes proposed on a map of the area. In Figure 2 we see a map of the East 
Sussex, UK area on which carer home locations are visualised as triangles while circles 
denote client locations. Exact efficient driving routes provided by Mapbox Valhalla’s 
API are shown. 

Figure 1: Example plotted job assignments of nine clients between three carers. Carers homes are 
triangles.  
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4 Advanced Solution – Improved Fairness 

In this section we build on our basic solution to introduce an improved fairness meas-
ure. 

We see in Figure 3 an example of a job assignment that is allowed according to our 
fairness measure of a relaxed ‘exact’ division of jobs, but which results in a significant 
difference in the amount of time each carer spends working, and the distance travelled, 
both overall and proportional to the number of jobs assigned to them. The carer with 
three jobs will spend 60 minutes travelling, while one carer with four jobs will spend 
74 minutes travelling and the other with four must travel for 142 minutes, nearly twice 
as many.  

 

Figure 2: Carer routes for Figure 1 job assignments 

Figure 3: Assignment provided by the basic solution for 11 clients between three carers 
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Intuitively we know that this is not a fair assignment, and that the utility each carer 
gains from their assigned jobs is not equal to their utility for the other carers’ assign-
ments. In cases where carers’ pay is calculated based only on the amount of time spent 
caring, there is a clear unfairness here between the two carers who will be paid the same 
amount when one’s working day will last over an hour longer than the others. And in 
cases where caring and travel time are paid alike, unfairness lies in the over two-hour 
difference between the longest and shortest working days offered to carers. 

For a more intelligent approach to ensuring fairness, we will adapt our basic solution 
to consider total travel time for each carer. Whether or not carers are paid explicitly for 
time spent travelling greatly impacts what would constitute a fair assignment of jobs. 
As we are interested in a solution which will increase efficiency by lowering a com-
pany’s overall travel time, we will assume that we are developing a solution for com-
panies who will pay carers a set, time-based wage for both travel time and caring time. 

The concept of equitable fairness is relevant here. We saw in section 2.1 that a divi-
sion is equitable if all players have the same utility for their respective shares, i.e., 
𝑢!(𝑥!) = 𝑢"2𝑥"3	∀𝑖, 𝑗 ∈ 𝑁. In our problem, we may now define a carer’s utility for an 
assignment as the amount of paid working time that it will take them to complete the 
jobs assigned to them. While requiring precisely the same utility for all carers is not 
sensible, requiring the same amount of work within a reasonable range, 60 minutes for 
example, could generally be expected, and this is what we will seek to achieve. 

Although the scope of this paper does not extend to implementing care appointments 
of varying lengths, an ILP formulation using this equitable fairness measure will allow 
for the introduction of varying appointment lengths for client visits, which would not 
have been easily integrated into our basic solution of equitably dividing the jobs be-
tween carers. No adjustment to the ILP would be required to accommodate such an 
input. 

Now that our measure of fairness is no longer directly tied to the number of jobs 
assigned to each carer, we need a way to achieve our new objective of equitable fairness 
while maintaining our existing objective of route optimisation. It makes sense, there-
fore, to remove our existing fairness constraints (11), (12) and (13), and instead create 
a second objective function, with our ILP becoming a multi-objective VRP [15]. Bow-
erman et al. [4], with their paper on multi-objective optimisation for bus routing, pro-
vide inspiration for the following objective function: 

𝑀𝑖𝑛𝑖𝑚𝑖𝑠𝑒				( )((𝑡!𝑥!"#
"∈%!∈%!

+((𝑟!"𝑥!"#
"∈%!∈%

−
∑ ∑ ∑ 𝑡!𝑥!"##∈&"∈%!∈%! +∑ ∑ ∑ 𝑟!"𝑥!"##∈&"∈%!∈%

𝑙 )
#∈&

(14) 

 
This function (14) works by minimising the total of the absolute differences between 

each carer’s total route time and the mean total route time for all carers. 
Having removed previous fairness constraints, we must reintroduce an SEC (15) and 

related variables (16) into the ILP: 
𝑢! − 𝑢" + 𝑛 × 𝑥!"# ≤ 𝑛 − 1,								1 ≤ 𝑖 ≠ 𝑗 ≤ 𝑛,				∀𝑘 ∈ 𝐾 (15) 

𝑢! ∈ {1,… , 𝑛}								∀𝑖 ∈ 𝑉- (16) 
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4.1 Implementation 

With the removal of the upper and lower bounds implemented in the basic solution, the 
optimum result according to our fairness objective function (14) will be vastly different 
to the optimum result according to our original objective function. We see this in Fig-
ures 4 and 5, which show the two objective functions producing very different optimal 
assignments when applied independently. In this example, minimising travel time pro-
duces one route of 2.42 hours and one of 9.24 hours, while the two routes produced by 
minimising unfairness each take 6.69 hours to complete. Gurobi’s blended approach to 
multi-objective optimisation uses programmer-defined weights to consider multiple ob-
jective functions simultaneously. We use the default weight of 1 for the travel time 
objective and in section 5 we test three values as weights for the fairness objective, 
including weights less than and greater than the default.  
 

 
 

 
 
 
Figure 6 shows the optimal solution given by implementing the new algorithm with a 
default weight of 1 for travel time and a weight of 0.8 for fairness. We see that the 
number of job assignments given to each carer is balanced with the time spent travel-
ling, with the carer with three jobs rather than four travelling the furthest. The times 
associated with these solutions are given in Table 1. The difference in total time spent 
working is now just 13 minutes compared to the 142 minutes given by the basic solu-
tion. In the basic solution the total working time for all carers was 937 minutes, whereas 
the advanced solution gives 961 minutes working time. So, for this example, the cost 
to the business for a dramatic increase in fairness would be an additional 24 working 
minutes. 
 

Figure 5: Assignment of eight clients 
to two carers with only the fairness 
objective 

Figure 4: Assignment of eight clients 
to two carers with only the travel 
time objective 

101



10 

 

Table 1. Times associated with the example in Fig. 6 

 

5 Results and Evaluation 

We have presented results in the previous sections of this paper in the form of visuali-
sations which appear, intuitively, to show correct functioning of our algorithm. Having 
also verified the basic one-carer case of our program against existing TSP solvers, we 
now evaluate the business value of our advanced fairness measure by testing against 
our basic ILP.  

5.1 Fairness 

We have seen from Figures 3 and 4 in section 4 that the objective of fairness is some-
what at odds with the objective of travel time minimisation. However, we have also 
seen (in section 2.1) that fairness is important for carer satisfaction, the neglect of which 
can lead to higher staff turnover, which can in turn negatively impact client satisfaction. 

 Total work time for all carers 
(mins) 

Greatest difference in work 
time (mins) 

Basic solution 937 142 

Advanced solution 961 13 

Figure 6: Problem seen in Figure 3 with assignments by new ILP 
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Considering the need to balance these objectives carefully, 3,193 tests were run on 
data randomly sampled from a dataset of 60 addresses. For each sample size, 100 ran-
dom samples were each optimised by four algorithms: three versions of our advanced 
ILP with different weights placed on the fairness objective function, and the basic ILP 
to function as a baseline. Due to limits on time and computational power, the number 
of clients and carers in each sample size were limited. A time limit of 3600 seconds 
(one hour) was set for each problem. 

In Figure 7, we can observe that all variations of our advanced ILP have the ad-
vantage over the basic ILP of a smaller mean average time range, which is the differ-
ence between the maximum and minimum carer route times, with a lower number 
equating to a fairer division of jobs. 

 
On the other hand, each advanced ILP performs worse than the basic ILP for total 

travel time, which we also seek to minimise. This is to be expected in a situation where 
we have somewhat opposing objectives. A worsening of the programs’ runtimes also 
correlates with an increase in the weight of the fairness objective. 

From the results seen is Figure 7 we rule out the program with a fairness weight of 
0.4 for having a mean time range which is too close to our preferred limit of one hour, 
especially with a standard deviation of up to 0.77 for some sample sizes. The results for 
the weight of 1.5, however, show too great a cost in exchange for the fairness achieved. 
Increasing the average overall time by 0.59 hours in what are relatively small sample 
sizes suggests that there are cases in which routes are made deliberately inefficient to 
balance travel time (Figure 5 would be an extreme example of this phenomenon). The 
program with a weight of 0.8 for fairness is able to more than halve the average time 
range while adding less than a quarter of an hour to the overall time. 

Having identified 0.8 as an appropriate weight for our fairness objective function, 
we visualise the benefits of the advanced fairness objective function using the results 
from optimising routes for three carers and 13 clients. We choose this sample size be-
cause being one of the larger sample sizes in our test set makes it closer to an expected 
real world use case. 

mean time 
range (hours)

mean total 
time (hours)

mean 
runtime (sec)

0.4_fairness 0.91 11.75 18.69
0.8_fairness 0.64 11.94 33.75
1.5_fairness 0.35 12.29 82.07
basic_fairness 1.33 11.70 6.34

Figure 7: Comparison of average results 
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Figures 8 and 9 together show the significant benefit of the ILP with advanced fair-
ness measure which we have introduced in section 4; a marginal increase to the overall 
travel time suggested in our basic ILP yields a significant increase in fairly distributed 
work for carers when our advanced ILP is used. And it is worth noting that we are 
comparing performance with a program with route optimisation and basic fairness, so 
the potential benefit given using this advanced ILP when compared to a manual system 
which does not optimise for travel time or fairness is likely to be even greater. 

 
These figures help to show the value of our ILP: able to maximise carer satisfaction 

while also maximising the amount of time spent caring proportionately over the time 
spent travelling. But they also show evidence of achieving a level of relaxed equitable 
fairness, with all carers have approximately (in this case within 1.5 hours) the same 
utility for their respective shares, i.e., 𝑢!(𝑥!) ≈ 𝑢"2𝑥"3∀𝑖, 𝑗 ∈ 𝑁. 

5.2 Evaluating Envy-freeness 

As we have taken a combinatorial optimisation approach to solving this problem, we 
are interested to see what outcomes can be proved in terms of our initial aims. In section 
2.1 we introduced the fairness measure of envy-freeness and judged that the spirit of 
envy-freeness is relevant to our problem of the fair and efficient division of home-help 
care jobs, even if the exact definition does not apply. 

As we established, a division is envy-free if every carer prefers their allocation to 
any other carer's allocation. So, for any carer i, 𝑢!(𝑥!) ≥ 𝑢!2𝑥"3, ∀𝑗 ∈ 𝑁. If both travel 
time minimisation and relaxed equitable fairness are achieved as intended, and assum-
ing that each carer's utility is directly linked to the paid hours assigned to them (both 
caring and travel time), we may conjecture that envy-freeness, as defined here, will not 
be achieved using the following logic. 

If we have that carers’ home locations have been a factor in determining appropriate 
division of the available jobs based on minimising travel, and that they have therefore 
been assigned a route based on its proximity to their home, then it follows that the sum 

Figure 8: Graph showing difference in to-
tal time between basic and advanced so-
lutions 

Figure 9: Graph showing difference in 
fairness between basic and advanced so-
lutions 
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of the distance from the home of carer i to their first job, and the distance from their 
last job back to their home, and the distance from the home of carer j to their first job, 
and the distance from their last job back to their home, will be less than it would be if 
they were to travel to and from the first and last jobs of one another. 

Then it is the case that at least one of carer i or j would have a higher travel time, 
and therefore utility, given the share of the other. In order for it to be the case that 
neither would benefit from a swap, the existing assignment would need to involve un-
necessary travel, and we have already established that for a correct assignment this will 
not be the case. So, for our solution, and indeed for any reasonable solution which seeks 
to avoid unnecessary travel, envy-freeness with this definition cannot be achieved. 

The logic we have used here also applies to whether we can prove that a division is 
optimised for fairness based on whether carers would be interested in swapping indi-
vidual jobs with one another to improve their utility. If the aim for carers is more hours, 
then of course swaps could decrease efficiency to increase time spent travelling for both 
carers, and in this sense likely all divisions are unstable. However, if we limit swaps 
(unless necessary for reasons other than fairness) to those which do not increase travel 
time for both carers, then there is no longer a mutual, time-based incentive to swap. 

If we assume, on the other hand, that unnecessary travel is undesirable to all parties, 
then there will be cases where swapping jobs assigned by our algorithm could reduce 
the overall travel time, but these cases would also result in a time increase for one carer 
and a decrease for the other (or a decrease for both with a third colleague retaining a 
larger amount of work time), which would be unfair if our main basis for fairness is the 
equitable distribution of work time (but sensibly, with the desire to minimise travel). 

These cases, in which the swapping of individual jobs or entire routes would result 
in reduced travel time for both carers involved, are a casualty of our current ILP for-
mulation. While some additional mileage may be deemed acceptable to maintain carer-
client pairings, it is not so acceptable for the algorithm to reorder a route so that a carer’s 
travel time increases to bring their overall work time in line with the work time given 
to the other carers. Finetuning the balance used by Gurobi to combine objective func-
tions helps to prevent this phenomenon in most cases, but it would still need to be ad-
dressed before commercial use of such an algorithm. 

Although envy-freeness is not possible for our problem with the given definition, a 
program has been created which is able to assign jobs in a way that offers more fairness 
and clarity than other solutions, and thus would be able to reduce envy. 

Runtime. A problem encountered in testing was that of large runtimes. Runtime aver-
ages have been seen in Figure 10, which highlights the exponential complexity of our 
NP-hard problem. Despite the otherwise promising results produced by the program, 
the issue of prohibitively large runtimes would need to be addressed before our ILP 
could see any commercial use. 
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6 Related Work 

An et al. [2] present a two-phase heuristic algorithm which makes use of a mixed-inte-
ger program (MIP) to optimise the ordering of a nurse’s pre-assigned jobs with the 
objective of minimising total travel time. An algorithm based on particle swarm opti-
misation for home care worker scheduling in the UK due to Akjiratikarl et al. [1] has 
very similar aims to this project but with some notable differences. They base their 
algorithm on a VRP with time windows, which is beyond the scope of this project, but 
which will be mentioned in section 7. Luo et al. [11] formulate a route and speed opti-
mization problem in home health care as an MIP and then propose an alternative ant 
colony optimisation based heuristic approach that can better handle large-scale in-
stances. This problem deals with instances where clients must be visited by multiple 
carers simultaneously, and in this problem all carers must start the day at a central office 
and end the day at a medical laboratory. In contrast to these three approaches, our paper 
adds to route optimisation a focus on carer satisfaction, with attention given to fairness. 
In Akjiratikarl et al.’s study [1] a straight-line distance is assumed for travel between 
clients, whereas we include real travel times obtained via MapBox Valhalla. 

The very recent work by López Sánchez et al. [10] looks at balancing fairness among 
a fleet's vehicles with the efficiency of the fleet in the MTSP.  They apply utilitarian, 
egalitarian, and elitist social welfare measures from welfare economics. For example, 
the egalitarian model minimises the maximum cost of the worst-off vehicle applying 
the constraints of the given MTSP. Fairness is achieved among the vehicles by iterating 
the algorithm, at each stage removing the vehicle with the worst cost. A detailed com-
parison between this work and ours is left for future work. Finally, another work worth 
mentioning is that of Ezquerro Equizábal et al. [6], who also look at balancing economic 
(i.e., overall cost optimisation) with social (at level of individual users) objectives in 
the context of a school transportation problem.  

Figure 10: Chart with logarithmic scale showing average runtimes for different programs 
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7 Conclusions and Future Work 

An in-depth study of the problem of fair rota-generation has been undertaken, and a 
novel solution produced. The central goal of rota generation with route optimisation 
has proven effective, and we have added to our algorithm successful objective functions 
to make this route optimisation subject to fairness. 

The two objective functions in our final ILP join together to offer considerable value 
to home-help services. To be a viable solution, the algorithm would need to be adapted 
into an alternative approach which could solve runtime issues, and occasional ineffi-
ciencies arising from balancing the objectives of travel time and fairness optimisation 
would need to be fixed. While real life circumstances may require refinements to the 
program, it has already been shown that the algorithm could improve both efficiency 
and fairness in the rotas of home-help services. The results in this paper show potential 
for further development of the work, while the issues with runtime point to the explo-
ration of alternative approaches for creating and implementing a similar algorithm. 

The process of researching and implementing this paper led to several interesting 
potential avenues for expansion. As discussed in section 4, this paper’s final algorithm 
is able to carry out route and fairness optimisation for a set of job assignments contain-
ing jobs of varying lengths. This was not included in the implementation, in order to 
maintain the simplicity of the route visualisations produced by the program, with ap-
pointments of the same length providing plots which allow the reader to understand the 
effectiveness of the route optimisation feature. However, the program would be adapted 
for use to take as an input an appointment length value for each client. 

We saw in our related work that work has already been done on the use of vehicle 
routing problems with time windows (VRPTWs) [1]. Time windows could be added to 
this paper’s ILP to include the ability to identify set periods of time during the day in 
which a client should receive, or not receive, a visit from a carer. In terms of approach, 
these time periods would be set as constraints if they are strictly necessary, or included 
in an objective function with associated costs if they are preferences. 

Finally, although we have focused in this paper on carer satisfaction, via the consid-
eration of fairness, it would be useful to also incorporate more notions of client satis-
faction when generating rotas. One aspect of this concerns the likely desirability of 
clients to receive visits from the same carers over multiple days, so as to build up client-
carer familiarity. To facilitate this, we are currently looking at extensions of our prob-
lem in which, as well as minimising total distance travelled and making it as fair as 
possible, we also wish to generate a rota that has a high degree of similarity to a given 
previously existing rota. This would be useful in cases where a company already has a 
rota, and wishes to run the algorithm for the first time, or is forced to re-run the algo-
rithm at short notice due to unforeseen circumstances, such as carer absence or a carer 
needing to stay longer with a client to wait for an ambulance.  

 
Acknowledgments. We thank the SACAIR 2022 reviewers for useful suggestions. 
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Abstract. In cities around the world, locating public parking lots with
vacant parking spots is a major problem, costing commuters time and
adding to traffic congestion. This work illustrates how a dataset of geo-
tagged images from a mobile phone camera, can be used in navigating to
the most convenient public parking lot in Johannesburg with an avail-
able parking space, detected by a neural network powered-public camera.
The images are used to fine-tune a Detectron2 model pre-trained on the
ImageNet dataset to demonstrate detection and segmentation of vacant
parking spots. We use the parking lot’s corresponding longitude and lat-
itude coordinates to recommend the most convenient parking lot to the
driver based on their Haversine distance to a lot, and the number of open
parking spots. The VGG Image Annotation (VIA) tool was used to an-
notate images with polygon outlines of the four different types of objects
of interest: cars, open parking spots, people, and car number plates. We
detect and segment number plates to ensure they can be occluded in
production for car registration anonymity, and driver privacy. Intersec-
tion over union cover scores of 89% and 82% on cars and parking spaces,
respectively, were achieved on the test set. This work has the potential
to help reduce the amount of time commuters spend searching for free
public parking, hence easing traffic congestion in and around shopping
complexes.

Keywords: Parking Detection · Geo-localization · Transfer learning ·
Haversine Distance

1 Introduction

With the world trend of the population moving from rural to urban cities, the
densities are increasing rapidly in large cities like Johannesburg, South Africa.
The result of this urbanization is an increase in vehicles in the city, which leads
to an increase in traffic congestion, air pollution, vehicle theft, and the risk of
road accidents. These factors impact the economic activities in the city as well as
the social and environmental aspects [1]. Another major problem in cities around
the world is locating vacant parking spaces. This can cost commuters time and
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fuel, add to traffic congestion, accidents and aggressive driving [2,3,4,5]. The
public parking spaces available on the street and at the shopping centers cannot
be reserved in advance, and with limited space available, vehicles searching and
stalling for the next available space are the cause of traffic. Furthermore, the
vehicle emission level during the wait and circulation increases air pollution
and is an environmental concern at a global level [2,3,4]. The continual search
for available space is a frustrating task for drivers and the situation can be
exacerbated during crowded peak-time hours and for new drivers, who may not
be familiar with the surrounding area.

Most free public parking lots also lack the security features to deter theft or
alert the driver when their car vacates a parking space they know it to be at,
leading commuters to opt for paid, more secure and yet congested parking lots,
leaving free access lots under-utilized. Many real-time parking management sys-
tems have been proposed as solutions to these issues with varying technological
and social components. We hypothesize the ideal solution would optimize the
limited lot space available [3] and fuel saving for drivers. These system are de-
signed to identify a location with a free parking space, count the vacant spaces,
track and report the changes to the driver in real-time with minimal latency.
With the advancement of technology, streets and building are becoming more
and more connected to the internet through the use of sensors and cameras.
Some solutions in this domain utilize sensors, mounted cameras or drone-based
camera systems, and machine learning methods, however, most of these do not
address the issue of finding the best parking lot for a driver based on their current
location and availability of parking.

In this paper, we illustrate how: by leveraging deep learning and the power
of transfer learning, a small dataset of public parking lot images captured using
mobile phone cameras in Johannesburg, South African, together with the parking
lot’s longitude and latitude coordinates information can be used to guide drivers
to the most convenient parking lot based on their current location. This work
has the potential to inspire both further research, and commercial applications of
intelligent parking solutions to enhance and advance the parking lot management
systems in South Africa. In the next section, we explore and critique existing
literature in this domain.

2 Related Work

The two popular input devices for capturing parking information are cameras
and floor sensors. Ultrasonic Sensor based parking systems are normally installed
in the middle or in front of each parking spot, and a network of them work to
feed information to a central server. While technological progress has allowed
for the deployment of cheaper and better sensors as explained in [6,7], multiple
sensor installations remain significantly complex to install and costlier than cur-
rent basic cameras [8]. Sensor technology for parking lot systems does not scale
as well as cameras since each sensor typically only covers a few parking spots
at a time. Camera-based solutions on the other hand have shown great promise
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due to advances in convolutional neural networks (CNNs) [9,1], graphical pro-
cessing units (GPUs), camera lenses, and the decreasing cost of such technology
[4,10,11,12].

CNNs are commonly used for feature extraction in data containing spatial
correlations [13,14]. Open-source image datasets such as ImageNet, CelebA, and
MS-COCO sparked the explosive growth and success of CNNs in vision tasks
[15,16,17]. These large collections of data have allowed for building of very deep
and complex neural networks with little risk of over-fitting [14]. Authors of [18]
analysed an aerial view of a car park and developed a space detection model
that determines whether a parking space is vacant or filled. In [11] a four cam-
era parking lot system is developed by setting up each of the cameras around
a building, combining RGB images and shadow detection for local robustness
and better performance. In [1],the PKLot dataset [19] samples under different
weather conditions using a chromatic gradient analysis. They incorporated this
weather is is analytically examined, and results used to compensate for weather
condition changes in different parking spaces.

Authors of [3] examined the future parking occupancy problem under a tra-
ditional regression technique and a classification technique. By using random
under-sampling, they overcome issues related to class imbalance, and produce
results indicating classification outperforms the regression technique in future
parking prediction. While we also classify different objects in an image, our
work goes on to segment out the exact locations of objects such as people and
car plates. In [4], the author applies a neural network to develop a real-time open-
air intelligent parking system. While they train on all 24-hour light conditions
and achieve great results, the dataset is limited to a single parking lot hence not
allowing for adaptation in different landscape settings such as places with more
shade during the day or lots with many trees. In [2], an architectural framework
for software, hardware integration, and operation of intelligent parking assistant
systems is developed, and tested under simulation data similar to our approach
this work. The results indicate that the intelligent parking assistant outperforms
the conventional parking system.

In the South African context, the author of [20] develops a CNN based sys-
tem as we do, but with training data limited to the parking lots within WITS
university main campus. In their approach, the problem is set up as a classifi-
cation task, where each parking space is labelled empty or vacant. In real-time,
this system would be incapable of tracking vehicle trajectories towards an open
parking space since the neural network looks nowhere but between white parallel
parking lines. In all works detailed so far, camera angle for images were ideal,
the shot is taken from either directly in front or behind the cars, at a height that
allows full visibility of all cars and parking spaces. As such, these methods do
not address the use of single camera per lot, placed on buildings, at an angle to
the cars, and parking spaces such that large portions of certain key objects are
occluded by vehicles in neighbouring spots. We feel this is the more realistic case
if one were to deploy such system at scale using existing surveillance cameras in
shopping complexes. CNN’s are also used in [21], and in particular: YOLOV3,
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an architecture much similar to our implementation than any of the previously
stated work. The authors of [21] opt for a car mounted 4 way camera for data
collection as they drive around parking lots.

Most work in this domain has been on a single parking lot, and not a network
of parking lots. A multi-lot system would enable parking spot recommendations
for drivers based on availability of open spaces, and proximity to the parking des-
tination. The task of recommending an ideal location based on distance has been
tackled in other domains where proximity is vital, such as nearest emergency cen-
ter recommendation systems [22,23,24,25]. The dominant distance measure used
in these works is the Haversine formula. While it has been shown to produce
errors of up to 0.5% of the distance being measured in Kilometers, it has been
deemed a reliable measure of distance between two points on earth.

3 Data Annotation

To be able to first detect objects of interest, segment, and classify each of them as
either a car, number plate, parking spot or person, we hand label, and annotate a
small but representative sample of phone camera images from the overall dataset.
These hand labelled images are used for fine-tuning parameters of a pre-trained
Detectron model as will be explained in the next section. We use the open
sourced VGG Annotator to input polygon coordinates of the different objects
of interest, and their classes to form the fine-tuning dataset. In doing this, it
was necessary to use images that range from a perfectly visible parking spot, a
partially occluded parking spot, and bad camera angles showing only a fraction
of the parking space. We do the same for car, and number plate visibility. This
is done to include as many edge cases as possible that could be encountered in
the test environment. We put a strong emphasis on number plate detection to
be able to crop out or blind all detected number plates in the visualization, and
deployment of this work. Below are examples of annotated images showing the
polylines around the different objects of interest.

The dataset is compiled so that every batch of images from a specific public
shopping centre parking lot is tagged with the longitude and latitude coordinates,
which are potentially useful when deploying a mobile application powered by
this parking spot detector. The coordinates point to each parking lot, and not
necessarily the exact location of a rectangular parking space. Table 1 shows the
number of images as well as the geo-location for the different free parking lots
contained in the overall dataset.

4 Methods

The overall system is iterative in nature: first, we use a pre-trained CNN-based
architecture to detect, and segment objects of interest. We then use these on
a live video feed to suggest parking lots with the best location, and parking
space count combination. In production, the user is asked through a mobile
application whether the suggested parking lot, and space were both available
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(a) Annotation with multiple open spots (b) Annotation with roadside parking
open spots

(c) Annotation in dimmer evening light (d) Annotation showing a person does not
take up a parking space

Fig. 1: The sample images above show the different scenarios that may be en-
countered in parking lots, and how the the annotations will look like to the
Detectron2 model.

Table 1: Number of images per parking lot as well as geo-Location (accurate to
4 decimal places).

Parking Lot, and # Geo-location Number of Images

Brentwood Mall(1) (−26.1189, 28.2804) 3
Engen Morningside service(2) (−26.0709, 28.0644) 3
Intercare fourways(3) (−26.0158, 28.0064) 25
Morning Glen Mall(4) (−26.0659, 28.0736) 9
Pineslope(5) (−26.0209, 28.0139) 17
Rivonia Junction Centre(6) (−26.0597, 28.0600) 12
Best price supermarket Edenvale(7) (−26.0540, 28.0552) 7
Total - 76
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and most convenient. We use this feedback and video frame prediction that led
to the suggestion as additional training data for our detection and segmentation
model. The response will also be used in the future to train an ensemble model
with the user’s GPS location and all parking lots as inputs, and the closest lot ID
as output. This could potentially replace or supplement the distance calculation
we perform as explained in 4.3. Figure 2 depicts The proposed system. Below
we detail how the Detectron2 model is used for parking spot detection, and how
the distance to a parking lot is calculated.

Fig. 2: The proposed system for public parking space detection and navigation
recommendation. We use the longitude(x) and latitude(y) coordinates of a driver
to suggest the best parking lot in terms of distance and number of available
parking spaces.
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4.1 Detectron2

Detectron2 written in Pytorch, is a collection of re-implementations of state-of-
the-art object-detection algorithms including Mask R-CNN [26] for detection and
segmentation. Mask R-CNN trains a single CNN for pixel-wise segmentation,
classification, and bounding box regression. As depicted in Figure 3, a pre-
defined number of regions of interest (ROIs) are proposed, of adjacent pixels
similar in color, texture, or intensity from the features learned by a stack of
convolutional layers. The network is then trained to minimize the classification
and segmentation losses of the best ROIs. Once ROIs with very high probabilities
of containing objects are found, a fully connected layer is added to predict the x,
and y coordinates of a rectangular region that most tightly encloses the objects
with high confidence. Given a new image, the trained model produces a list of
detected objects, each with the following information: (1) the predicted class
(car, parking, person, or plate); (2) a bounding box that represents the smallest
rectangular region that completely contains the detected object; (3) a pixel-
wise segmentation mask outlining the object; (4) an object-level predicted class
confidence score.

Fig. 3: The backbone of Detectron2 is an R-CNN model that uses learned image
features to perform three tasks, object classification, bounding box regression
and segmentation mask prediction.
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4.2 Unique Parking Spot Identification

Since cameras send a continuous stream of video to the server for inference,
counting the number of available spots at any one time in a parking lot depends
on the number of frames in between successive inferences. Running inference on
each frame of the video also affects the speed of the overall system, and so some
engineering is required to ensure low latency while maintaining high detection
and segmentation accuracy. To be able to tell that two detected parking spaces
between successive frames are exactly the same parking spot, and so should not
be double counted, we use the pixel locations of the bounding box around the
detected parking space, and calculate the Intersection over union(IoU) of the
two rectangular areas:

IoU =
Areaoverlap

Areaunion
(1)

The camera angle and distance to the objects, in the real-life setting will be
fixed, and so a high IoU indicates the two detected parking spots within a given
time interval or number of frames are the same parking spot. This method helps
avoid the need to assign unique IDs to each parking space during data collection
and model training.

4.3 Distance Estimation and Navigation

Once a vehicle is in search for parking through the application with geo-location
permission allowed, we calculate the distances of all parking lots with a detected
available parking spot. The ideal recommendation would consist of the closest
parking lot, with the most parking spots available to choose from, and so the
optimization problem can be stated as follows:

Given we have functional cameras at N public parking lots, each with geo-
location (xi, yi) and mi detected available parking spots, where mi ≥ 1, a
user/driver at location (x∗, y∗) wants a combination of the smallest distance
and largest number of parking spots,

min
i

||(x∗, y∗)− (xi, yi)||, for i = 1, 2, 3..., N (2)

and

max
i

mi, for i = 1, 2, 3..., N (3)

The distance measure || · || in the case of longitude and latitude points on a
sphere is the haversine distance, that has been shown a very high level of accuracy
in past applications [23,22,24]. The haversine distance di of each parking lot i
from the driver’s current location ∗ is given by:
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di = 2R arcsin

√
sin2

∆x

2
+ cosx∗ cosxi sin

2 ∆y

2
, (4)

where ∆x = xi − x∗ and ∆y = yi − y∗ for i = 1, 2, 3, ..., N
Using the haversine distance, and inverting the number of spots available,

equations 4.3 and 4.3 can be posed as a combined minimization problem with
objective function:

min
i

αdi +
1− α

mi
, for i = 1, 2, 3..., N (5)

with 0 ≤ α ≤ 1 set to ensure distance and the number of parking spots
are approximately equally important. The α parameter can also be learned and
adjusted based on each drivers preference whenever a driver opts for a parking
lot other than the recommended lot.This is left for future research. Both parts
of the objective function can be computed in O(n) time, so we can write an
algorithm solve the optimization problem in O(n) time and O(1) space as shown
in algorithm 1.

Algorithm 1 Best parking spot recommendation algorithm

Require: N ≥ 1
i← 1
Besti ← 1
Best←∞
while i ≤ N do

if mi == 0 then ▷ skip full parking lots
pass

else
d← α× ||(x∗, y∗)− (xi, yi)||
m← 1−α

mi

if d+m ≤ Best then
Best← d+m
Besti ← i

else
pass

end if
end if

end while
Recommend parking lot Besti

5 Experimental Setup

As can be seen from the example annotations on section 3, hand labelling and
segmenting cars, parking spaces and number plates requires exponentially more

117



10 M. Mots’oehli, Y. Yang

time than it takes to acquire images of parking lots. To make up for our small
dataset of images, we make use of transfer learning and only learn high level
features. The Detectron2 model we train is written in Pytorch, and is trained
on a cluster node utilizing 32 Gigabytes of RAM and 2 NV-RTX2080Ti GPUs.
The annotations are converted to COCO Instance Segmentation style, and are
stored in a JSON file. We use a 70:30 data train, test split, a base learning rate of
0.0004 with decay, and train for 3000 iteration. Random Flip, and shortest edge
resizing transformations are applied as images go through the generator. For
training, only the fully connected layer if trained and the convolutional layers
are frozen. The original model was pre-trained on the ImageNet dataset with 10
classes, so we change the output layer to 4 classes corresponding to the 4 object
types we are interested in.

Since the training images were captured using standard phone cameras, and
not actually mounted surveillance cameras at the parking lots, we use the test
data images as well as the coordinates of each image’s parking to simulate park-
ing lot recommendations based on 5 randomly picked locations a driver could be
at in Johannesburg. In this setting, each image in the test set belongs to exactly
one parking lot, and when the first simulated driver location is presented, the
system then returns a list of possible parking lots, ranked from best to worst
based on the objective function in 4.3. We do not demonstrate identification
of unique parking spots between video frames since we only show results on
captured images and not video feed from a mounted live camera. This is left for
further research as it requires financial investment in buying camera hardware or
permission to access surveillance feed from existing shopping complex cameras.

Table 2: Distribution of instances among all 4 categories.
category #instances %

car 298 44
parking 198 29
person 32 5
Number plate 153 22

Total 681 100

Table 2 shows the number of instances of each class in the training dataset.

6 Results and Discussion

In this section, Detectron2 test results based on detection, segmentation and
classification are presented, followed by the simulated driver recommendations
in 5 different locations looking for a convenient free parking spot. We will then
show how varying alpha affects the recommended parking lot from each starting
point.
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(a) Example model prediction with 1
parking spot detected in a lineup of cars

(b) The model is able to detect cars and
parking even in different parking

orientations 2

(c) OOD prediction 1 showing more errors
on detecting parking

(d) OOD prediction 2 showing more errors
on detecting parking

Fig. 4: Top right and Left: Sample predictions of the test data. Bottom right and
Left: Sample predictions on Out Of Distribution (OOD) images taken in USA.
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6.1 Detection, Segmentation and Classification

Evaluating detection and segmentation, We look at the number of detected ob-
jects verses the ground truth number of objects in each image. While this isn’t
a very good measure for how well a model can pin point exactly where objects
of interest are, it is a good sanity check. Figure 5 shows the detection count
confusion matrix heat-map on the test set. In 17% of the test images, the model
is able to detect the correct number of objects of interest, and in 70% of cases
misses not more than 3 objects in an image.

Fig. 5: Detected vs real object counts of categories: parking, car, person or num-
ber plate.

IoU scores were computed to evaluate how well the model is able to assign
image pixels to an object of the correct class. A high IoU score (near 100) means
the model is able to draw out the exact perimeter of a parking space or car. The
table below contains IoU scores for the different classes on the test set. The high
IoU scores for cars and parking lots can also be seen when predicted segmentation
masks are overlayed on the input image as can be seen in figure 4. In the same
figure, (c) the model perfectly draws out the area of the parking lots it was able
to detect even though this is an image not taken from Johannesburg, or similar
angle as all the images in the training set. Performance was highest on cars,
followed by number plates although they are much smaller than parking spaces.
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This could be due to the fact that number plate detection and segmentation
is bounded within areas containing cars, but parking spaces can be anywhere.
Both the training and test data contain relatively few examples of people, and in
most cases the people are in the background, occluded by cars, or are so far it is
hard even for a human observer to tell there is a person in the image. The results
we obtain for cars, parking and plate number are satisfactory that a prototype
mobile application would be functional with the currently trained model.

The model was used on the test set, together with GPS coordinates to demon-
strate a simulated usage of the complete system below.

Table 3: IoU results on the test set split by all 4 categories of interest.
category #instances Mean IoU Median IoU

car 119 89% 92%
parking 92 82% 83%
person 13 67% 69%
Number plate 66 85% 85%

Total 324 80.8% 82.3%

Table 4: Distance (in Km) and available parking spots. The closest parking lot
from each starting point is in bold
Lot Bushhill Waterval Ct Dobsonville Germiston S Eldoraigne Open spots

1 35.1280 21.3675 42.2779 15.8420 34.2195 3
2 13.3258 7.7578 25.1326 19.8164 28.1739 5
3 10.3292 9.7322 25.9869 28.1369 25.4353 8
4 14.2915 6.8330 26.1953 19.8255 27.3541 3
5 10.5239 9.0375 25.9106 27.2413 25.4637 10
6 13.0418 6.9784 25.6200 21.1063 27.1561 7
7 12.6973 6.8267 25.7065 21.8973 26.7451 1

6.2 Best Parking Lot Recommendation

Using the formulas discussed in section 6.2, table 4 shows the values of the dis-
tance di in Kilometers from 5 driver starting locations and mi, the number of
parking spots detected at lot i. Different values of alpha lead to different so-
lutions to the optimization problem that recommends a parking lot. We look
at the solutions for values of alpha ∈ 0.001, 0.01, 0.1, 0.25, 0.5, 0.75, 0.9, 0.999, to
see how different preferences in distance and abundance of parking spots leads
drivers to different parking lots. In table 5, parking lot 6 is the recommended
parking lot from most starting points when α (short distance preference), is
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small. This is because parking lot 6 has the most available parking spaces. For
moderate values of α, parking lot 2 is most preferred for more starting points
although it has the fourth highest number of parking spaces. This is largely
due to its centrality to most starting points. For higher values of α, even lot 1,
with only 1 parking space is recommended for one starting point since it is the
closest and preference is given to distance over space availability. In practice,
the performance of the model in detecting different objects does not pose any
foreseeable health or safety concerns as the system is designed only as a recom-
mendation system, and not a tool for autonomous driving. We are particularly
happy the detection of cars and car plates is done very well, this is key to being
able to mask car plates away in production to preserve peoples write to privacy.
With more data, the current model can be improved to perform better detecting
humans. We make the model and dataset available on hugging face models

Table 5: Recommended parking lot # based on space and distance optimization
for a driver in different starting points and preference for space availability vs
distance

Starting Point

α Bushhill Waterval Ct Dobsonville Germiston S Eldoraigne

10−3 6 6 6 6 6
10−2 6 6 6 6 6
10−1 5 6 6 6 6
0.25 5 6 6 6 5
0.5 3 4 2 2 5
0.75 3 4 5 2 5
0.9 3 4 2 2 3
0.999 3 7 2 2 3

7 Conclusions and Future Work

To solve the problem of finding the most convenient available free public parking
space, we successfully train and test a detection, segmentation, and classification
neural network accompanied by a method for distance calculation from an arbi-
trary starting point to a parking lot in Johannesburg. This work is the first to
capture more of the surrounding scene in parking lots by including car, number
plate, and people detection and segmentation, while at the same time using im-
age angles that are more realistic in most public parking lots. The other major
contribution of this work to parking lot detection is the added recommendation
system that incorporates distance from a driver’s live geo-location. We achieve
great results on the segmentation IoU measure of cars, number plates, and park-
ing spots. One avenue of further research into this problem is to investigate the
implementation details of such systems, do they scale well, and how do multiple

122



Transfer Learning For Parking Spot Detection 15

requests from multiple drivers in real-time affect the reliability of inferences from
the detection system. It is also interesting to think about how a driver’s live lo-
cation as he approaches a recommended parking lot, should affect other users’
parking lot recommendations in real-time. This would introduce a need to use
a more realistic distance measure such as the Manhattan distance to calculate
the exact route distance and time.
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Abstract. The ability to generate synthetic data has a variety of use cases across 

different domains. In education research, there is a growing need to have access 

to synthetic data to test certain concepts and ideas. In recent years, several deep 

learning architectures were used to aid in the generation of synthetic data – but 

with varying results. In the education context, the sophistication of implementing 

different models requiring large datasets is becoming very important. This study 

aims to compare the application of synthetic tabular data generation between a 

probabilistic model specifically a Bayesian Network, and a deep learning model, 

specifically a Generative Adversarial Network using a classification task. The 

results of this study indicate that synthetic tabular data generation is better suited 

for the education context using probabilistic models (overall accuracy of 75%) 

than deep learning architecture (overall accuracy of 38%) because of probabilis-

tic interdependence. Lastly, we recommend that other data types, should be ex-

plored and evaluated for their application in generating synthetic data for educa-

tion use cases. 

Keywords: Education, Synthetic Data, Bayesian Network, Generative Adver-

sarial Network. 

1 Introduction 

The ability to generate synthetic data has a variety of use cases across different domains 

[1, 2]. Traditionally, synthetic data generation was computationally implemented using 

different types of probabilistic models [3, 4, 5]. However, in recent years, several deep 

learning architectures were used to aid in the generation of synthetic data – but with 

varying results [6, 7]. The need for synthetic data generation is becoming more im-

portant. This is, firstly, because large training datasets are hard to come by for every 

specific use case. Secondly, the implementation of different models requires large da-

tasets to examine its efficacy [8, 9]. This study aims to compare the application of syn-
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thetic tabular data generation between a Bayesian Network (BN), and a Generative Ad-

versarial Network (GAN) using descriptive statistics, and an evaluation of machine 

learning accuracy scores [10 - 13]. The ability to create usable synthetic data from a 

small sample of information is of growing importance in a variety of different domains 

such as medicine, education, engineering, language, and business - to name a few. Fur-

thermore, once the correct models have been created to generate synthetic data for a 

specific use case, the costs of running experiments and simulations are reduced because 

the data can be generated in place of such experimentation [14, 15]. Within the context 

of higher education, finding relevant data remains a challenge [16]. These challenges 

specifically relate to the way in which the data is shared, and less with the availability 

of the data itself, as such, generating synthetic data for higher education is of im-

portance for higher education use cases. A lot of this information is driven by the need 

to improve the accuracy of digital twin technology. Digital twinning refers to a virtual 

equivalent of a realworld application or system that functions on the same logic and 

rules of nature as the physical counterpart [17, 18]. An application of digital twin for 

education could mean the generation of infinite student data within a higher education 

simulation. It is estimated that digital twin technology will drastically reduce the cost 

of physical experimentation and that this type of technology will increase the techno-

logical development of products as experimentation will become faster and more robust 

before production of any product [19]. As promising as these technological advance-

ments are, there are still concerns with some of the underlying fundamental processes 

associated with these technologies [20].  

Deep learning models have been widely used to generate synthetic data [7]. One 

such example is a GAN [21]. GANs have been used to generate synthetic image and 

audio data, especially in creating large training datasets for the use case of facial recog-

nition and speech detection machine learning models [22]. Another example is the in-

herent bias that is created in visual classification tasks, whereby there exists a balance 

between the bias and variance generated within the models [23, 24]. As a result, GANs 

have been shown to work either very well, or not at all at generating useful synthetic 

data for a specific machine learning task, such as classification using labelled training 

data [25].  

The general architecture of a GAN can be seen below (Fig. 1). As shown in the 

diagram, a GAN starts with random latent variables about the data it wants to simulate. 

Thereafter, a generator creates multiple instances of the latent variables based on the 

observed ranges of the variables. These generated variables are then actuated into a 

discriminator. At the same time, real data is also moved into the discriminator. The 

purpose of the discriminator is to differentiate between real and simulated data. Both 

the simulated and real information is then moved into a condition function. The purpose 

of the function is to evaluate how well the model can differentiate between the real and 

the synthetic data. If a data type was classified as fake, then fine tuning on the synthetic 

data is performed, and the generator updates the synthetic data generation component 

of the model and moves new synthetic data into the discriminator. This process is re-

peated for each of the latent variables until the desired amount of data generated through 

the GAN is achieved [21 – 25]. 
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Fig. 1. General structure of a Generative Adversarial Network (GAN) adapted from1  

 

A BN works with categorical variables where the probabilistic distribution is dependent 

on the conditional probabilities of a given category within a set of variables. The gen-

eral probabilistic structure implies that an independent probability is denoted by P(𝑥) 

and a conditional probability denoted as the P(𝑥|y1….,yi). Therefore, x is a function of 

independent probability, and y a function of conditional probability. As such, probabil-

ities (conditional and independent) can be denoted by the following equation (eq. 1)  

 

(𝑃(x1 . . . . , x𝑛 ) = ∏ 𝑖=1  𝑃(x𝑖 | y (x𝑖)).    (1) 

 

Thus, we can apply a BN to a case study where, for example, Exam Level, IQ level, 

Marks, Aptitude Score leads to a probability of final Admission. If we consider that the 

following five variables are prevalent within the BN whereby P[𝑒𝑙] is the probability 

of Exam Level, P(𝑖𝑞𝑙) the probability of IQ Level, P(𝑎𝑠|𝑖𝑞𝑙) is the conditional proba-

bility of Aptitude Score given IQ Level, P(𝑚|𝑒𝑙,𝑖𝑞𝑙) the conditional probability of 

Marks given IQ Level and Exam Level, and P(𝑎|𝑚) the conditional probability of Ad-

mission given Marks, then we can create a probabilistic model by which we can calcu-

late the admission score of a candidate (eq. 2) 

 

𝑃(𝑒𝑙, 𝑖𝑞𝑙, 𝑎𝑠, 𝑚, 𝑎) = P(𝑒𝑙) ∗ P(𝑖𝑞𝑙) ∗ P(𝑎𝑠|𝑖𝑞𝑙) ∗ P(𝑚|𝑒𝑙, 𝑖𝑞𝑙) ∗ P(𝑎|𝑚). (2) 

 

Once the probabilistic distributions are known, these networks can be represented using 

a direct acyclic graph [DAG] (Example: Fig. 2). 

 

 
1https://www.geeksforgeeks.org/generative-adversarial-network-gan/  
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Fig. 2. Example of a DAG and probabilistic structure for education2 

 

Synthetic data can therefore be generated using different methods and models. Further-

more, simulating tabular data using these approaches is still not widely used in machine 

learning classification tasks specific to education data. Therefore, the purpose of this 

article is to compare synthetic tabular data generated from a GAN to those generated 

from a BN and evaluate the accuracy of this using a machine learning classification 

task. 

 

2 Methodology 

Open-source tabular data for the education domain was used in this study3. Variables 

within the dataset were transformed into discrete categorical variables from their orig-

inal data types4. From this data, an expertly defined BN was constructed from the da-

taset used, and the GAN was applied on the same transformed categorical variables as 

the BN. The GAN and a BN was used to generate a synthetic dataset for each of the 

models, containing 10,000 different users’ information. The synthetic dataset was gen-

erated from an original dataset containing 3029 different samples. The samples as well 

 
2 https://uol.de/en/lcs/probabilistic-programming/webchurch-andopenbugs/example-5-bayesian-

network-student-model [last accessed 15 October 2022] 
3 https://github.com/dsfsi/Higher_Education_EDA/tree/main/ opendata [last accessed 15 Octo-

ber 2022] 
4https://github.com/dsfsi/Higher_Educa-

tion_EDA/tree/main/synthetic_data_generation/synthetic_data [last accessed 15 October 

2022] 
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as the dataset contained information about the grade point average (GPA) of students 

spanning over three years of tertiary education, plus one variable summarizing their 

GPA for high school. For each of the variables in the dataset, the descriptive statistics 

were compiled [28]. Each of the variables in the synthetic dataset was compared to the 

original variable within the primary dataset for both the GAN and the BN by looking 

at their distribution, cumulative sums and density. Furthermore, a machine learning 

classification algorithm, k-Nearest Neighbour (kNN) was used to predict the target var-

iable in each of the datasets. The kNN algorithm was chosen on the premise of its ap-

plication to tabular higher education data, but the authors note that several other models 

could also be used for such an experiment. The kNN algorithm expresses variable fea-

tures such as Euclidean distances and measures their relevance to one another [29]. A 

confusion matrix was created based on the classifications made by kNN for each target 

variable and was further used to evaluate the models for each simulation in the study. 

A confusion matrix is a means to measure the predicted outcome against the actual 

outcomes of a given dataset. The results involve comparing the actual ground-truth out-

comes from the test dataset to the outcomes predicted based on the trained models. To 

do so, four primary variables were assessed: true positive results (TP), false positive 

results (FP), true negative results (TN), and false negative results (FN). Results of the 

comparison that are labelled as FP are also called type I errors, and outcomes that are 

listed as FN are also referred to as type II errors. The overall accuracy of the model is 

the sum of true positive and true negative results divided by the sum of the true results 

and type I and type II errors (eq. 4) 

 

 

        (4) 

 

To illustrate the impact of the underlying data on the performance of the algorithm, a 

learning curve was used to visualise the results of the prediction classification task. A 

learning curve is a visualisation technique that shows the performance of a model’s 

accuracy as the training dataset increases. Included in the learning curve is a training 

score and a cross validation score. A training score can be defined as a measurement of 

how well the model generalised to fit the training data used. A cross validation score 

can be defined as a technique used to evaluate kNN model accuracy by training the 

model on subsets of the training data. The training test split was done on 75% of the 

synthetic dataset (n = 10000). A total of 10-fold cross validations were used. The au-

thors note that this in not the optimal number of cross fold validations, as the purpose 

of this experiment was to compare the differences between the two methodologies. The 

original dataset contained 3029 samples. The synthetic data contained both features and 

the labels associated with the final outcome of the student university degree. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁)
 

129



6 

3 Results 

The first set of results related to the descriptive statistics of each variable in the dataset 

showed the differences in the standard deviations (SD) produced by the different mod-

els (Table 1). 

 

Table 1: Descriptive statistics of the variables in the dataset 
Variable name Mean BN SD BN Mean 

GAN 

SD GAN 

V1C1 0.7055 0.455848 0.6037 0.489153 
V1C2 0.2945 0.455848 0.3963 0.489153 

V2C1 0.6844 0.464778 0.5884 0.492148 

V2C2 0.3156 0.464778 0.4116 0.492148 
V3C1 0.8001 0.399945 0.5673 0.495475 

V3C2 0.1999 0.399945 0.4327 0.495475 

V4C1 0.6917 0.461814 0.5506 0.497458 
V4C2 0.3083 0.461814 0.5555 0.506372 

*V = variable  

*C = category 

As seen from table 1, the overall means of the BN and the GAN differed from one 

another. Furthermore, the standard deviations of the BN were less than the GAN. This 

difference implies that the distribution of the data for the BN was more centralized 

toward the mean of the distribution than the GAN. In figure 3, the distribution of the 

cumulative sums of each of the four features in the experiment dataset were shown. For 

the synthetic tabular data generated from the GAN, the overall cumulative sum distri-

bution between the generated and the real data has the highest discrepancy between 

category 1 and 2 in terms of variable 1, whereas the BN had the highest between 0 and 

1. There were slight differences observed between synthetic data produced from GAN 

and BN. 
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Fig. 3. Cumulative sum between GAN and BN for each of the variables. 

 

The density distribution per feature for each of the synthetic datasets were closely re-

lated to the primary datasets except where relational interdependence between the var-

iables were important. The parent variables for variable 3 (variable 3 = final mark), 

were both variable 1 (the first assessment opportunity) and variable 2 (second assess-

ment opportunity). Variable 3 for GAN had the lowest density. Based on these results, 

the synthetic data generated between the GAN and BN are similar in structure and dis-

tribution for each of the variables in terms of the cumulative sums as well as the density 

distribution (Fig. 4).  
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Fig. 4. Density distribution of each variable for GAN and BN in the dataset 

 

To illustrate the value of the interdependence that was still maintained between the data 

generated from the GAN against that of the BN, a classification task was applied on the 

dataset. The overall accuracy of the classification task for the GAN was at least 20% 

lower than that of the BN (Fig. 5). 

 

 
Fig. 5. kNN classification task performed on synthetic datasets 

 

Overall, the BN produced not only synthetic data that had lower standard deviations, 

and a better density distribution between the real and synthetic data, but also produced 

data that could be used with a relatively high accuracy (62 - 70%) for a classification 
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task. The synthetic data generated from a BN could therefore be used to simulate pre-

diction tasks based on classification algorithms. These results have a variety of potential 

use cases for education as not only can quantitative data be simulated using this ap-

proach, but also processes that require mapping out the student journey, predicting stu-

dent success rates, and modelling student learning pathways [1, 5, 16]. 

4 Conclusion 

Although deep learning architectures are popular for the generation of synthetic data, 

fundamental probabilistic models have a use case in this regard. Furthermore, if syn-

thetic data needs to be generated for the purpose of machine learning, probabilistic 

models seem to be a better fit for synthetic tabular data generation than generative deep 

learning models, such as a GAN. This is because the probabilistic models seem to have 

higher accuracy scores for classification tasks based on our results. We acknowledge 

that with complex datasets, a lot of the nuance of what we illustrate in this paper will 

be lost under the complex interpretation of the latent variables that may or may not be 

present (as with visual, sound or even text data). Furthermore, we acknowledge that 

there are a variety of probabilistic and deep learning models that still need to be further 

explored in terms of their contribution to the creation of synthetic data that display 

variable associations that are important for this type of variable interdependence. It is 

also relatively easy to insert expert specific knowledge about a probabilistic distribu-

tion. We therefore recommend that other models and other data types be further ex-

plored for the creation of synthetic data to identify the limitation of both approaches for 

synthetic data generation used in education. 
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Abstract. Several studies have shown that deep learning models can
provide more accurate volatility forecasts than classical statistical meth-
ods. This paper presents a composite model that merges a deep learning
approach with sentiment analysis for predicting market volatility. To
classify public sentiment, we use a Convolutional Neural Network, which
obtained data from Reddit global news headlines. We then describe a
composite forecasting model, a Long-Short-Term-Memory Neural Net-
work method, to use historical sentiment and the previous day’s volatil-
ity to make forecasts. We employed this method on the past volatility
of the S&P500 and the major BRICS indices to corroborate its effec-
tiveness. Our results demonstrate that a volatility forecasting model can
become more accurate by including public sentiment and that for specific
of markets, this approach surpasses the benchmark volatility forecasting
methods. By making predictions that are more precise, our suggested
approach can help estimate the volatility of financial indices.

Keywords: Deep Learning · Support Vector Regression · Generalized
Autoregressive Conditional Heteroskedasticity · Volatility Forecasting

1 Introduction

Deep Learning has shown to be useful in sequential data prediction tasks such as
time series forecasting and text prediction. Given sufficient compute power and
time, Deep Learning algorithms are able to learn from large datasets and out-
perform traditional machine learning and statistical techniques. Consequently,
there is increasing interest in using Deep Learning for economic and finan-
cial forecasting owing to its successes in other domains. A growing literature
investigates whether Deep Learning algorithms with various architectures can
be used to make predictions in financial markets that can exploited for profit
[15, 16, 19, 20].

Previous work in the financial time series forecasting domain has acknowl-
edged the importance of sentiment in predicting financial markets, and thus we
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seek to use sentiment data in conjunction with a deep learning model to increase
prediction accuracy. Text from the internet is increasingly becoming more rel-
evant as an important type of data to be included in predictive models. For
example, Jin et al. [14] develops a prediction model that combines news events
and financial data to predict the fluctuation of foreign currency. Chen et al. [5]
shows that opinions on popular online platforms are strong predictors of earnings
surprises and future market returns for stocks. Other studies have corroborated
that social media posts are useful for prediction in finance (Yu et al. [25] and
Wang et al. [24]).

Deep learning techniques have been used to forecast market returns in a
various ways and have shown to be more accurate at making predictions when
sentiment is included as an input. For example, In Mehtab and Sen [21] and
Muthivhi and van Zyl [23], a LSTM based deep learning model is used to forecast
the stock closing price along with data from Twitter to gauge public sentiment.
Jing et al. [15] proposes a hybrid algorithm where a CNN is used for classifying
sentiments, which were used as inputs into an LSTM Neural Network to predict
stock prices with similar results to Mehtab and Sen [21] and Muthivhi and van
Zyl [23].

Whilst forecasting market returns is receiving increased attention, using Deep
Learning models for volatility forecasting (another important problem in finance)
has been largely unexplored. Volatility forecasting can be seen as easier than re-
turn forecasting due to the presence of second-order autocorrelation in empirical
returns (known as “volatility clustering“). Volatility is typically modelled using
traditional time series models, such as the Generalized Autoregressive Condi-
tional Heteroskedasticity (GARCH) model or its extensions Andersen and Boller-
slev [2]. However, work by Liu [18] and Ge et al. [10] shows that Deep Learning
methods can outperform GARCH models.

The study by Ge et al. [10] shows that there is still a large gap between the
state-of-the-art deep learning techniques available and their use in the volatility
forecasting domain. We look to close this gap by proposing a hybrid deep learning
model which forecasts sentiment, which is used in turn to forecast the volatilty
of market index. More specifically, we combined a Convolutional Neural Network
(CNN) for sentiment analysis and a Long Term Short Term Memory (LSTM) [9]
Neural Network for the volatility predictions. We used this hybrid approach to
forecast the past volatility of the S&P500 and the major BRICS indices [4]. Our
approach is similar to Jing et al. [15], except that they apply their method to
return forecasting, whilst we are concerned with volatility foreacsting.

2 Background And Related Work

The volatility forecasting problem is, at its core, a regression problem and there
are various methods that can be used to model the data and make forecasts.

The objective of a forecasting model for volatility prediction using nonlinear
regression techniques is to form a relationship of the following form:

Y = f(xn) (1)
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where xn = (x1, , xn) is an input vector and Y is the output value (the volatility).
In our problem, the previous volatility and returns are used as inputs.

The function f is found by using training data to select the regression model’s
parameters to minimise empirical loss between the model outputs and the actual
outputs. Commonly, empirical loss is defined by the sum of squared errors. For, in
a ordinary least squares regression problem with a single predictor, the function
f = wx is linear, and the fitting problem is defined as:

minw

n∑
i=n

(yi − wixi)
2 (2)

where i is an index variable for the data in the training sample, which has size
n.

2.1 SVR

Support Vector Regression (SVR) is a method that allows us to incorporate a
level of freedom when we fit it to data. In this method we do not necessarily
care how large our errors are as long as they fall within some acceptable range
which we pass into the model as a hyperparameter.

Compared to Ordinary Least Squares, Support Vector Regression’s objective
is to minimize the coefficients. Specifically it attempts to minimize the ℓ2-norm
of the coefficient vector. The error term is thus treated like a constraint, where
the absolute value of the error is equal to or less than the maximum error. We
can tune the maximum error allowable, epsilon, to obtain the accuracy desired.
The constraints and objective function thus become:

Minimize:
1

2
||w||2 (3)

suct that:
|yi − wixi| ≤ ϵ (4)

For the target values yi that fall outside of the threshold, denoted slack
variables, we can specify the deviation from the margin as ξ. We know these
deviations may exist, and we would still like to keep them minimized. We then
change our objective function to the following:

Minimize:
1

2
||w||2 + C

n∑
i=1

|ξi| (5)

such that:
|yi − wixi| ≤ ϵ+ |ξi| (6)

We now have a new hyperparameter (C). And as C tends to 0, our tolerance
tends towards 0. As C increases in value, our tolerance for points that fall outside
ϵ increases.
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Support Vector Regression is a powerful method that gives us the ability to
specify how tolerant we are to errors through tuning our tolerance for values
falling outside the acceptable error range and through the error margin.

2.2 Long Short Term Memory Neural Networks

The LSTM model was developed to overcome the problem of vanishing gradients
and to capture long-term dependencies when solving problems. The LSTM’s dif-
ference from other feed-forward neural networks is their feedback connections.
This characteristic allows them to process whole series of data without treating
each data point as if it were independent of all the other data points. Conse-
quently, this model is especially good at processing series of data.

The output of the model at any specific point in time is dependent on the
following:

– The cell state, which is the current long-term state of the network.
– The hidden state, which is the output of the network at the previous time

step.
– And lastly, the current time step’s input.

Through a series of “gates", LSTMs control how the information in a series of
data is retained, comes into, and leaves the system. An LSTM typically has three
gates: The input gate, the forget gate, and the output gate. These gates can be
interpreted as individual neural networks which act as filters of information. The
above architecture can be seen in Figure 1.

Fig. 1. LSTM cell [13]

The relevant gates of the LSTM are as follows.
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Input gate: The goal of this gate is to establish what new data should be
added to the long-term memory of the network given the new input data and
the previous time step’s hidden state. It does this with a new memory and input
network, which are neural networks that both take in the same inputs of the
new input and the previous time step’s hidden state.

A neural network with a tanh activation function is used in the new memory
network and learns how to merge the new input with the previous time step’s
hidden state to generate a new memory vector. For the input network, a sigmoid
activation function determines which parts of the new memory vector are to be
retained. The result of this, a combined vector, is then added to the cell state -
resulting in the long-term memory of the system being updated.

Forget gate: This gate decides which bits of information from the new input
data and the previous time step’s hidden state are worth retaining. This is done
by generating a vector in which every element lies within the interval [0, 1] - we
can enforce this by making the activation function a sigmoid function. A value
close to 1 means that we should retain the information and a value close to 0
means that the information is less important and we should forget it. Thus this
gate acts as a filter for what we should retain or forget.

Output gate: This gate decides what the new hidden state will be. To do
this, three components are used: the new input, the updated cell state and the
previous time step’s hidden state.

The activation function is a sigmoid function, and the inputs are the new
data and the previous hidden time step’s state. The process for this gate is as
follows:

– The tanh function is pointwise applied to the current cell state, and the
output now lies within the range of [−1, 1].

– We then pass in the input data and the previous time step’s hidden state
through a neural network with a sigmoid activation function to obtain the
filter vector.

– The filter vector and the output from the first step in this gate is merged
through pointwise multiplication.

– We then output the new hidden state of the system.

2.3 GARCH(1,1)

The GARCH model is a statistical method that can be used to examine a variety
of financial data, such as macroeconomic data. This model is usually used by
financial organizations to determine how volatile returns on stocks, bonds, and
market indices will be.

Engle’s ARCH model, proposed in [8], is extended by Bollerslev in his General
Autoregressive Conditional Heteroskedasticity publication (Bollerslev [3]). But
to understand this model, we must first look to Engle’s publication.
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The ARCH model: ARCH stands for Autoregressive Conditional Heteroskedas-
ticity. This model aims to describe a random variable’s variance in the following
manner:

σ2
t = γVL +

q∑
i=1

σir
2
t−i (7)

where the logarithmic return of the asset whose variance is in question is r.
VL is the long term variance of the asset, and the variable q is the autoregressive
order of the process. This model is commonly denoted as ARCH(q).

The GARCH model: In Bollerslev [3], an extension to this method adds a
moving average to the previous equation. Therefore we now have the following
equation:

σ2
t = γVL +

q∑
i=1

αir
2
t−i +

p∑
j=1

βjα
2
t−i (8)

This process is denoted as GARCH(p,q), wherein the GARCH(1,1) case we
set p = 1 and q = 1. This method normally fits financial series well, and to
approximate γVL, α, and β we usually utilize maximum likelihood.

2.4 A Hybrid Model Using Sentiment Analysis and Deep Learning

Textual
Data

Volatility

Pre-Processing Sentiment
Analysis Model Building

Text
Segmentation

Word
Vectorization

Word
Segmentation

Data
Normalization

CNN Sentiment
Classifier

Performance
Evaluation

Performance
Evaluation

LSTM Prediction
Model

Fig. 2. The structure of the model

We chose to use neural networks rather than the other more traditional ma-
chine learning methods because they have been shown to be more successful in
text classification tasks [1, 6].
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Volatility forecasting using Deep Learning and sentiment analysis 7

In previous studies on investor sentiments, it was found that sentiments have
a tendency to be trend following [11]. To account for this effect, we addition-
ally use technical indicators, which in our case is the previous day’s volatility
calculated as the standard deviation of logarithmic returns. There are numer-
ous studies that use this to predict the stock market prices, but to the best of
our knowledge there are none that use it to forecast volatility. In this paper we
thus propose a model that merges the sentiment extracted from Reddit global
news headlines with the previous time step’s volatility to predict the volatility
of market indices.

Pre-processing the textual data: We pre-process the textual data to filter
out unecessary noise and to transform it into something that sentiment classifiers
can understand.

Firstly, we tokenize the textual data into individual words. Secondly, we
remove all the stop words: a list of commonly used words in a language that
don’t contribute to the sentiment of a piece of text. We do this to increase the
efficiency of the classifying model and for dimensionality reduction purposes.

We utilize word2vec, a natural language processing tool published by Google
in 2013 to learn the interdependence of words in a corpus. It uses the Skip-gram
model and the continuous bag of words model to output a representation of the
words in vector form. The Skip-gram model uses the central word to predict the
context of a piece of text, and the continuous bag of words architecture uses the
context to predict the central word.

When developing the model, we use a global news headlines corpus obtained
from Reddit for training which contains 27 headlines per trading day. Given that
there are n number of words in the text feature of a sentence, a vector embedding
of length 100 to 800 is obtained after utilizing word2vec as mentioned by Mikolov
et al. [22].

Sentiment analysis using the Convolutional Neural Network: After the
pre-processing step, we develop a Convolutional Neural Network to classify the
sentiments of news. According to Collobert et al. [7] and Hassan and Mahmood
[12] Convolutional Neural Networks are often applied to Natural Language Pro-
cessing tasks which makes them ideal for this situation.

We note that using a decreased number of layers with a large number of
filters, can lead us to more accurate classifications for textual data according to
Lee et al. [17].

Classification model evaluation index measures: For classification tasks,
the metrics used most are recall and precision. However, we have to note that
recall and precision individually cannot show the model’s performance entirely.
Therefore we use the F-score, the average of recall and precision.
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3 Methodology

To evaluate the effectiveness of the proposed method, we applied the predictive
models to financial indices and compared their performances. For training and
hyperparameter tuning, we used market data from 8 August 2008 to 2 December
2014 from The Wall Street Journal. The data required was only present on
trading days. Testing data from 3 December 2014 to 1 July 2016 was utilized to
corroborate the effectiveness of the tuned models, and the data was standardized
to make training more effective.

To measure our prediction accuracy, we computed the Root-mean-square
deviation (RMSE), and to determine if we obtained statistical significance, we
utilized the p-value test. The p-values are calculated as the deviation between
the predicted value and the actual value using ordinary least squares.

The GARCH model’s parameters were p = 1 and q = 1. For Support Vector
Regression, the optimal parameters obtained using a grid search was the Radial
Basis Function (RBF) kernel with γ = 0.001 and C = 2.

Our Long Short-Term Memory Neural Network was implemented using the
Keras library. The input given to the model was the previous day’s volatility with
the sentiment LSTM model receiving sentiment as an additional input variable.
The parameters for the model were a dropout rate of 0.2, the output layer a
dense layer with 1 unit, and 30 neurons in the hidden layer.

Additionally, we shifted the sentiment predictions by one day. This means
that instead of the LSTM model receiving the previous time step’s volatility
and sentiment, we fed it the previous time step’s volatility and the current time
step’s sentiment prediction.

The Convolutional Neural Network based sentiment model was trained with
100-dimensional word2vec embeddings derived from the Reddit global news
headlines corpus (headlines made available for trading days), had 128 filters,
one global max pooling layer, and the sigmoid function as the activation func-
tion in the output layer. The sentiment model was then benchmarked against a
Random Forest and a Logistic Regression model. These predictions were then
fed as input to the LSTM sentiment-based model to make the final volatility
forecast.

4 Results And Discussion

As we can see, there seems to be no ’one size fits all’ model in terms of perfor-
mance, but the LSTM with sentiment model seems to perform better in most
markets. We also note that the sentiment model with sentiments shifted managed
to outperform the base LSTM in all markets.

The Support Vector Regression model was the best performing model on the
S&P500 squared volatility and the GARCH(1,1) the best performing model on
the Nifty-50, as shown in Tables 1 and 2 respectively. We can also observe that
all models obtained statistical significance with a p-value close to zero. The p-
value represents the outcome of the p-value test, which tests how likely we are
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Table 1. Squared volatility results on the S&P 500

Predictive model RMSE p-value

GARCH(1,1) 9.73 · 10−05 ≈ 0 < 0.05
SVR 3.34 · 10−08 ≈ 0 < 0.05
LSTM 3.77 · 10−08 ≈ 0 < 0.05
LSTM with sentiment 3.99 · 10−08 ≈ 0 < 0.05
LSTM with sentiment shifted 3.67 · 10−08 ≈ 0 < 0.05

to observe the predicted results if the null hypothesis that our predictions were
random was true.

Table 2. Squared volatility results on the Ibovespa

Predictive model RMSE p-value

GARCH(1,1) 1.44 · 10−12 ≈ 0 < 0.05
SVR 1.77 · 10−12 ≈ 0 < 0.05
LSTM 1.58 · 10−12 ≈ 0 < 0.05
LSTM with sentiment 1.38 · 10−12 ≈ 0 < 0.05
LSTM with sentiment shifted 1.45 · 10−12 ≈ 0 < 0.05

Table 3. Squared volatility results on the Nifty-50

Predictive model RMSE p-value

GARCH(1,1) 3.02 · 10−14 ≈ 0 < 0.05
SVR 6.69 · 10−14 ≈ 0 < 0.05
LSTM 4.20 · 10−14 ≈ 0 < 0.05
LSTM with sentiment 3.42 · 10−14 ≈ 0 < 0.05
LSTM with sentiment shifted 3.97 · 10−14 ≈ 0 < 0.05

The rest of the results are as follows: The LSTM with sentiment model was
the best performing model in Tables 2 (Ibovespa), and 4 (SHCOMP). These
indices correspond to the Brazilian, and Chinese indices respectively, which are
composed of their top publicly traded companies.

We note that the LSTM with shifted sentiment performed best in Table 5
(RTS-50) and in Table 6 (JSE top 40), corresponding with Russian and South
African markets. In Figures 3 and 4, we can see the plot of our method’s predic-
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Table 4. Squared volatility results on the SHCOMP

Predictive model RMSE p-value

GARCH(1,1) 1.05 · 10−10 ≈ 0 < 0.05
SVR 5.38 · 10−11 ≈ 0 < 0.05
LSTM 4.79 · 10−11 ≈ 0 < 0.05
LSTM with sentiment 3.91 · 10−11 ≈ 0 < 0.05
LSTM with sentiment shifted 4.16 · 10−11 ≈ 0 < 0.05

Table 5. Squared volatility results on the RTS-50

Predictive model RMSE p-value

GARCH(1,1) 7.83 · 10−10 ≈ 0 < 0.05
SVR 4.43 · 10−10 ≈ 0 < 0.05
LSTM 3.31 · 10−10 ≈ 0 < 0.05
LSTM with sentiment 3.37 · 10−10 ≈ 0 < 0.05
LSTM with sentiment shifted 3.10 · 10−10 ≈ 0 < 0.05

Table 6. Squared volatility results on the JSE top 40

Predictive model RMSE p-value

GARCH(1,1) 7.12 · 10−14 ≈ 0 < 0.05
SVR 9.65 · 10−14 ≈ 0 < 0.05
LSTM 7.45 · 10−14 ≈ 0 < 0.05
LSTM with sentiment 7.54 · 10−14 ≈ 0 < 0.05
LSTM with sentiment shifted 7.06 · 10−14 ≈ 0 < 0.05

tions on the S&P500 and JSE top 40. The plots show the actual and predicted
squared volatility.

Table 7. Results of the sentiment classifier

Metric CNN Logistic
Regression

Random
Forest

precision 0.85 0.84 0.89
recall 0.87 0.84 0.85
F-score 0.86 0.84 0.85
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Fig. 3. LSTM with sentiment predictions on the S&P500 market volatility squared.
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Fig. 4. LSTM with sentiment predictions on the JSE top 40 volatility squared.
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Lastly, the Convolutional Neural Network showed better results for sentiment
classification - outperforming the benchmark classifiers of Logistic Regression
and Random Forest (Table 7) with an F-score of 0.86.

4.1 Discussion Summary

Our results clearly show that the answer to our problem is that sentiment does
add predictive power to a volatility forecasting model. This corroborates the
findings of Chen et al. [5], Jing et al. [15] and Mehtab and Sen [21].

The models with sentiment as input consistently showed better results in all
but two markets (the S&P500 and Nifty-50). This outcome may also suggest that
public sentiment-based models operate better in volatile markets than models
without sentiment input.

However, the findings of our research do not imply that our model will per-
form in the same manner on individual financial assets. Individual financial assets
have idioysyncratic risks and hence can be more volatile. Furthermore, textual
data for sentiment analysis would have to be more specific than global news
headlines. This finding highlights the need for more research on sentiment as an
input for predicting individual financial assets as most studies, including Jing
et al. [15] and Mehtab and Sen [21], used financial indices.

In developing our model, we have also confirmed the findings of Al-Smadi
et al. [1] and Chen et al. [6] who proved that neural networks are more successful
than traditional machine learning approaches at text classification tasks.

5 Conclusion

In this paper, we used a Long Short-Term Memory Neural Network with sen-
timent input from a Convolutional Neural Network to forecast the volatility of
the S&P500, Ibovespa, RTS-50, Nifty-50, SHCOMP, and JSE top 40 indices.
Historical data was utilized for training and validation.

The results demonstrated that sentiment as input adds predictive power to
a volatility forecasting model. Although the Long Short-Term Memory Neural
Network with sentiment input did not outperform the benchmarks in some mar-
kets, it did provide more accurate forecasts than the Long Short-Term Memory
Neural Network without sentiment input. Furthermore, we shifted the sentiment
predictions to feed the LSTM model the present step’s sentiment forecast and
we found that prediction accuracy increased.

We also outlined a Convolutional Neural Network to extract public sentiment
from Reddit global news headlines data as described by [15]. The sentiment anal-
ysis component included the following steps: pre-processing the textual data and
building the forecasting model. Firstly, we tokenized the textual data for senti-
ment analysis and then used the classifier to predict the sentiments. We observed
that our model showed better results than the other benchmark classifiers.
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Abstract. Well-known forms of KLM-style defeasible entailment can
be defined syntactically, via formula-based manipulations, and semanti-
cally, using ranked models. While entailment algorithms based on such
syntactic characterisations have been developed, algorithms that directly
manipulate the underlying models have not been explored. We present
and analyse several algorithms, based on ranked model semantics, for
computing two prominent forms of defeasible entailment: rational clo-
sure and lexicographic closure. In each case, we define an abstract rep-
resentation of the ranked model, an algorithm for its construction, and
a suitable adaptation of existing entailment algorithms, compatible with
the representation. We also clarify the distinction between two forms of
lexicographic closure in the literature.

Keywords: knowledge representation and reasoning · defeasible reason-
ing · rational closure · lexicographic closure

1 Introduction

Knowledge representation and reasoning (KRR) is a subfield of artificial intelli-
gence that attempts to formalise the expression of information and philosophi-
cal patterns of reasoning. Knowledge is encoded symbolically and collated in a
structure referred to as a knowledge base. Reasoning services are then defined to
facilitate drawing reasonable conclusions from such knowledge bases.

A simple, yet expressive logic-based approach to KRR is defined in classical
propositional logic (or propositional logic).

While exhibiting many desirable characteristics, propositional logic has two
fundamental limitations in its ability to mimic human reasoning.

Propositional logic cannot explicitly express typicality whereby certain im-
plications usually hold but may have exceptions. It is also monotonic, meaning
conclusions drawn from some knowledge base cannot be retracted with the ad-
dition of new knowledge [9]. Such retractions are crucial in formalising the idea
that new knowledge may require a re-examination of past conclusions.

To address these shortcomings, defeasible approaches to reasoning have been
proposed as nonmonotonic alternatives to classical forms of entailment. Unlike
classical entailment, there is no obvious way defeasible entailment ought to be-
have.

150



2 J. Cohen et al.

Kraus, Lehmann and Magidor (KLM) [9] proposed a set of properties as a the-
sis for how to define a ‘sensible’ or ‘rational’ notion of defeasible entailment. The
seminal KLM paper [9] set out to characterise the preferential model-theoretic
approach to nonmonotonic entailment taken by Shoham in proof-theoretic terms
applied to consequence relations, inspired by the work of Gabbay in [6].

Two such examples, which will be our primary focus in this paper, are ratio-
nal closure [12] and lexicographic closure [11], each representing distinct, valid
patterns of human reasoning.

In both cases, computing entailment for a given knowledge base has been
defined based on semantics involving the ranking of formulas in the knowledge
base [12]. Giordano et. al [7] provide an alternative but equivalent semantic
characterisation of rational closure based on a form of defeasible entailment
known as minimal ranked entailment. Casini et. al [4] extend this characterisation
to lexicographic closure, a refinement of rational closure, noting that it too can
be characterised by a specific ranked model.

This paper will focus on constructing model-based representations of these
forms of entailment, algorithmically. We also show that the lexicographic order-
ing defined by Casini et al. [4] differs from the usual ordering defined by Lehmann
[11].

2 Background

2.1 Propositional Logic

Language and Semantics We define a set P containing all atomic proposi-
tions, representing the most basic units of knowledge [1]. Formulas can consist
of a single atom, the negations (¬) of other formulas, or the combination of two
other formulas using one of the binary connectives {∧,∨,→,↔}. The set of all
possible formulas is often referred to as L (the language of propositional logic).
An interpretation is a function I : P → {T, F} which assigns truth values to
each propositional atom. We denote the set of all propositional interpretations
with U . We say that an interpretation I ∈ U satisfies a formula α ∈ L, denoted
I ⊩ α, if α evaluates to true using the usual truth-functional semantics. We refer
to a finite set of formulas as a knowledge base. We say that an interpretation
I satisfies a knowledge base K if ∀α ∈ K, I ⊩ α. Interpretations that satisfy a
knowledge base are referred to as models of that knowledge base. We use the
notation Mod(K) (or JKK) to refer to the set of models of a knowledge base K
(similarly for a single formula).

Entailment Using the above model-based semantics, entailment (or logical con-
sequence), denoted using the |= symbol, can be defined. A knowledge base K en-
tails a formula α, written as K |= α, if and only if Mod(K) ⊆ Mod(α). Intuitively,
whenever all the formulas in K are true under a given interpretation, such will
be the case for α and so we are able to conclude α whenever we have K.
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2.2 Defeasible Reasoning

2.3 The KLM Framework and Extensions

Initially, KLM [9] extended propositional logic by defining a consequence rela-
tion |∼ representing defeasible implications in an attempt to reasonably represent
typicality. Extensions of this framework instead define |∼ as an additional con-
nective (where α |∼ β, with propositional formulas α, β, is read as ‘typically, if α,
then β’ [4]). This extended language is defined as LP := L ∪ {α |∼ β | α, β ∈ L}
[8]. The semantics of |∼ are then defined using ranked interpretations [12].

Definition 1. A ranked interpretation is a function R : U 7→ N ∪ {∞}, such
that for every i ∈ N , if there exists a u ∈ U such that R(u) = i, then there
must be a v ∈ U such that R(v) = j with 0 ≤ j < i, where U is the set of all
possible propositional interpretations [8].

Ranked interpretations, therefore, assign to each propositional interpretation,
a rank (with lower ranks corresponding, semantically, with more typical inter-
pretations and higher ranks with less typical ‘worlds’). Worlds with a rank of
∞, according to the ranked interpretation, are impossible, whereas worlds with
finite ranks are possible.

Satisfaction Given that ranked interpretations indicate the relative typicality
of worlds, it makes sense to define whether a ranked interpretation satisfies a
defeasible implication based on the most typical worlds in that interpretation.
In order to define the ‘most typical worlds’, a definition of minimal worlds con-
cerning a formula in L is required.

Definition 2. Given a ranked interpretation R and any formula α ∈ L, it holds
that u ∈ JαKR (the models of α in R) is minimal if and only if there is no
v ∈ JαKR such that R(v) < R(u) [8].

This defines the concept of the ‘best α worlds’ (i.e. the lowest ranked, or
most typical, of the worlds in which α is true).

Definition 3. Given a ranked interpretation R and a defeasible implication α |∼
β, R satisfies α |∼ β, written R ⊩ α |∼ β if and only if for every s minimal in
JαKR, s ⊩ β. If R ⊩ α |∼ β then R is said to be a model of α |∼ β [8].

Therefore, in order for a ranked interpretation R to satisfy a defeasible im-
plication α |∼ β, it need only satisfy α → β in the most typical (lowest ranked)
α worlds of R.

In the case of a propositional formula α ∈ L, it is required that every finitely-
ranked world in R satisfies α for R to satisfy α. This is consistent with the
idea that propositional formulas, which do not permit exceptionality, should be
satisfied in every plausible world of a ranked interpretation, if such a ranking is
to satisfy the formula.
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It is now possible to model knowledge that expresses typicality and thus
handles exceptional cases more reasonably.

We refer to a finite set of defeasible implications as a defeasible knowledge
base. Note that we can express any classical propositional formula α ∈ L using
the defeasible representation ¬α |∼ ⊥. Henceforth, we assume that knowledge
bases are defeasible unless specified otherwise. We define the materialisation of
a defeasible knowledge base, K, as

−→
K := {α → β | α |∼ β ∈ K} [4].

Entailment We seek reasonable forms of non-monotonic entailment that permit
the retraction of conclusions in cases where added knowledge contradicts these
conclusions. A set of postulates defines such entailment relations [9], which is
extended to define more specific classes of entailment [12, 4]. We will look at
two particular patterns of entailment, namely rational closure and lexicographic
closure with a specific emphasis on their model-based semantics for computing
entailment.

2.4 Rational Closure

Rational closure represents a prototypical pattern of defeasible reasoning (one
that is highly conservative in abnormal cases) in the KLM framework. Lehmann
and Magidor [12] propose that any other reasonable form of entailment, while
possibly being more ‘adventurous’ in its conclusions, should endorse at least
those assertions in the rational closure of the corresponding knowledge base.

There are two principal ways to compute the rational closure of a given
knowledge base. The first is minimal ranked entailment. This approach defines
rational closure and the semantics of the associated entailment relation using a
unique ranked model for a given knowledge base. The second is an algorithmic
approach involving ranking statements in the knowledge base [12].

Base Rank and Rational Closure Although the original focus of this paper
was on the semantics of rational closure and its model-theoretic construction, it
is necessary to address its syntactic/algorithmic characterisation as the two are
closely related.

Casini et al. [4] provide an aforementioned algorithmic description of rational
closure for computing entailment queries in terms of two sub-algorithms included
as Algorithms 1 and 2. Algorithm 1 ranks the formulas of the knowledge base ac-
cording to how exceptional their antecedents are, and Algorithm 2 then answers
a given entailment query using the information provided by Algorithm 1.
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Algorithm 1 BaseRank
1: Input: A knowledge base K
2: Output: An ordered tuple

(R0, ..., Rn−1, R∞, n)
3: i := 0;
4: E0 :=

−→
K ;

5: repeat
6: Ei+1 := {α → β ∈ Ei | Ei |= ¬α};
7: Ri := Ei \ Ei+1;
8: i := i+ 1;
9: until Ei−1 ̸= Ei

10: R∞ := Ei−1;
11: n := i− 1;
12: return (R0, ..., Rn−1, R∞, n);

Algorithm 2 RationalClosure
1: Input: A knowledge base K, and a de-

feasible implication α |∼ β
2: Output: true, if K |≈ α |∼ β, and false

otherwise
3: (R0, ..., Rn−1, R∞, n) := BaseRank(K);
4: i := 0
5: R :=

⋃j<n
i=0 Rj ;

6: while R∞ ∪R |= ¬α and R ̸= ∅ do
7: R := R \Ri;
8: i := i+ 1;
9: end while

10: return R∞ ∪R |= α → β;

Minimal Ranked Entailment A partial order over all ranked models of a
knowledge base K, denoted ⪯K, is defined as follows [4]:

Definition 4. Given a knowledge base, K, and RK the set of all ranked models
of K (those ranked interpretations which satisfy K), it holds for every RK

1 ,RK
2 ∈

RK that RK
1 ⪯K RK

2 if and only if for every u ∈ U , RK
1 (u) ≤ RK

2 (u).

Intuitively, this partial order favours ranked models that have their worlds
‘pushed down’ as far as possible [8]. It has a unique minimal element, RK

RC , as
shown by Giordano et al. [7]. We now define minimal ranked entailment using
this minimal element as follows:

Definition 5. Given a defeasible knowledge base K, the minimal ranked inter-
pretation satisfying K, RK

RC , defines an entailment relation, |≈, called minimal
ranked entailment, such that for any defeasible implication α |∼ β, K |≈ α |∼ β
if and only if RK

RC ⊩ α |∼ β [8].

2.5 Lexicographic Closure

Lexicographic closure is a formalism of the presumptive pattern of reasoning
introduced by Reiter [13] in the context of default logics. Presumptive reason-
ing is more ‘adventurous’ and willing to conclude statements so long as there
is no evidence to the contrary (even in atypical cases). The semantics of lexico-
graphic closure depends on a ‘seriousness’ ordering defined based on two criteria:
specificity and cardinality.

Like rational closure, there are syntactic (formula-based) [11] and semantic
(model-based) [4] descriptions of lexicographic closure.

Lehmann first defined lexicographic closure using a partial ordering on val-
uations [11]. This ordering favoured valuations with lower violation tuples, ac-
cording to the natural lexicographic ordering of tuples. A violation tuple of a
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valuation is derived from the subset of a given defeasible knowledge base con-
taining all the formulas the valuation violates. The tuple records the counts of
formulas violated by the valuation ordered by seriousness (in this case, the base
rank of the formula).

A formula-based algorithm for computing lexicographic closure, based on
Lehmann’s definition [11], successively produces weakened formula representa-
tions of each base rank. We refer to this algorithm as the LexicographicClosure
algorithm [5], defined in Algorithm 3. It proceeds in the same manner as the Ra-
tionalClosure algorithm but weakens each rank by considering incrementally
smaller subsets of the rank instead of completely discarding the entire rank at
each iteration.

Algorithm 3 LexicographicClosure

1: Input: A knowledge base K, and a defeasible implication α |∼ β
2: Output: true, if K |≈LC α |∼ β, and false otherwise
3: (R0, ..., Rn−1, R∞, n) := BaseRank(K);
4: i := 0
5: R :=

⋃j<n
i=0 Rj ;

6: while R∞ ∪R |= ¬α and R ̸= ∅ do
7: R := R \Ri;
8: m := #Ri - 1;
9: Ri,m :=

∨
S∈{T⊆Ri|#T=m}

∧
s∈S

s;

10: while R∞ ∪R ∪ {Ri,m} |= ¬α and m > 0 do
11: m := m− 1;
12: Ri,m :=

∨
S∈{T⊆Ri|#T=m}

∧
s∈S

s

13: end while
14: R := R ∪ {Ri,m};
15: i := i+ 1;
16: end while
17: return R∞ ∪R |= α → β;

Casini et al. provide another model-based definition of lexicographic closure
in their framework of rational defeasible entailment relations [4]:

Definition 6. m ≺K
LC n if and only if RK

RC(n) = ∞, or RK
RC(m) < RK

RC(n),
or RK

RC(m) = RK
RC(n) and m satisfies more formulas than n in K.

This definition characterises lexicographic closure as a count-based refine-
ment of rational closure. Its ranked model respects the rankings of rational clo-
sure (which encodes seriousness) but refines preference for worlds with the same
rank based on the total number of formulas each satisfies.
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3 Algorithm Development

Proofs for the propositions necessary to prove correctness of our algorithms can
be found in the appendices.

3.1 ModelRank

Motivation The preference ordering over ranked interpretations in definition 4
characterises the minimal model with respect to other knowledge base models.
We seek to develop an algorithm that directly constructs a representation of the
minimal model without the need to compare models.

A way to view this problem is to consider starting with all the worlds as
most preferred as possible and then performing only the most necessary ‘bump-
ing up’ of worlds. Booth et al. [2, 3] take this approach in constructing what
they refer to as the LM-minimum element for a Propositional Typicality Logic
(PTL) knowledge base. Our initial algorithm makes use of a similar ‘bumping
up’ approach. The intuition is to place as many worlds as possible on each rank
to produce not only a model but the minimal ranked model with all the worlds
as ‘pushed down’ as the knowledge permits [8].

We start with all the possible worlds for the propositional vocabulary of the
knowledge base. Then, at each step of the algorithm, we place all the worlds
that are models of the remaining materialised formulas from our knowledge base
on the current rank. All such worlds are then removed from the collection of
to-be-placed worlds to ensure they cannot be placed on more than one rank.
Finally, we remove all the formulas whose antecedents are satisfied by a world
we have just placed on the current rank from our collection of to-be-considered
formulas. Together these two steps satisfy the requirements for minimal ranked
entailment to hold.

Algorithm 4 ModelRank
1: Input: A defeasible knowledge base K
2: Output: A ranked interpretation (R0, ..., Rn−1, R∞) and the number of ranks, n
3: i := 0;
4: PK := {p | p is a propositional letter occurring in K};
5: Ui := universe of interpretations for vocabulary PK;
6: Ki :=

−→
K ;

7: repeat
8: Ri := {v ∈ Ui | v ⊩ Ki};
9: Ui+1 := Ui \Ri;

10: Ki+1 := {α → β ∈ Ki | ∄v ∈ Ri s.t. v ⊩ α}
11: i := i+ 1;
12: until Ri−1 = ∅
13: n := i− 1
14: R∞ = Ui

15: return (R0, ..., Rn−1, R∞), n
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3.2 ModelRank Refinement

Motivation We wish to construct the ranked model corresponding to the lexico-
graphic ordering in definition 6 using an approach similar to that of ModelRank.

Given the rational closure model and counts for each model, representing the
number of formulas satisfied, there does not seem to be a straightforward way
of directly computing the lexicographic rank of a valuation. Because the number
of refined ranks produced from a rational closure rank varies, a less complicated
strategy would be to employ a procedure that ranks valuations as necessary, re-
moving the need to place the worlds directly. As the lexicographic ordering gives
preference to valuations on lower rational closure ranks and satisfying more for-
mulas, respectively, a simple approach would be to consider, for each of the
rational closure ranks, in turn, every possible count of formulas that could be
violated. For any combination of these two criteria the algorithm places all valu-
ations, if any exist, that satisfy the criteria. This ensures that the relative order
of worlds in the rational closure rank is maintained in the lexicographic model
while refining based on formulas violated to produce the required ordering.

We formalize this bottom-up construction of the lexicographic ranked model
in the LexicographicModelRank algorithm.

Algorithm 5 LexicographicModelRank
1: Input: A defeasible knowledge base K
2: Output: An ordered tuple (RLC

0 , ..., RLC
k−1, R

LC
∞ , k)

3: (RRC
0 , ..., RRC

n−1, R
RC
∞ , n) := ModelRank(K);

4: i := 0; ▷ rational closure rank
5: k := 0; ▷ lexicographic closure rank
6: while i < n do
7: j := 0; ▷ number of formulas to violate
8: Uij := RRC

i ; ▷ remaining worlds to place
9: while Uij ̸= ∅ do

10: Lij := {u ∈ Uij | #{k ∈
−→
K | u ⊮ k} = j};

11: if Lij ̸= ∅ then
12: RLC

k := Lij ; ▷ place worlds violating j formulas
13: k := k + 1;
14: end if
15: Ui(j+1) := Uij \ Lij ; ▷ remove placed worlds
16: j := j + 1;
17: end while
18: i := i+ 1;
19: end while
20: RLC

∞ := RRC
∞ ;

21: return (RLC
0 , ..., RLC

k−1, R
LC
∞ , k)

Motivation The ModelRank algorithm directly produces the minimal ranked
model in a representation consistent with its abstract definition in the liter-
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ature [4, 8, 2]. Although that representation is suitable in an abstract setting,
it is infeasible from an implementation standpoint. Furthermore, we note the
space-complexity issues arising from the exponential relationship between the
cardinality of the propositional vocabulary of a given knowledge base and the
cardinality of the corresponding universe of worlds.

Therefore, we investigate new ways of representing ranked interpretations
that still use the model-theoretic properties of minimal-ranked entailment but
provide tractable alternatives to the current formula-based approaches.

Our first approach is then to construct formulas in correspondence with the
levels of the rational closure model such that the models of each formula corre-
sponds exactly with the worlds situated on the corresponding level in the rational
closure model. That is, for a knowledge base, K, and its corresponding minimal
ranked model, RK

RC = (R0, · · · , Rn−1, R∞), we seek to construct a representa-
tion of the form (F0, · · · , Fn−1, F∞), where each Fi is a propositional formula
satisfying the condition: Mod(Fi) = Ri.

Hence, instead of enumerating the entire universe of worlds for the propo-
sitional vocabulary of the knowledge base and then determining whether such
worlds satisfy specific criteria to place them on ranks, we instead ‘place the
criteria’ itself on the ranks of the new representation.

3.3 FormulaRank

Algorithm 6 FormulaRank
1: Input: A defeasible knowledge base K
2: Output: A ranked formula interpretation (F0, ..., Fn−1, F∞) and the number of

ranks, n
3: i := 0;
4: Ki :=

−→
K ;

5: repeat
6: Fi := (

∧
i Ki) ∧ ¬(

∨
j<i Fj);

7: Ki+1 := {α → β ∈ Ki | Fi |= ¬α};
8: i := i+ 1;
9: until Ki = Ki−1

10: n := i
11: F∞ := Fi

12: return (F0, ..., Fn−1, F∞), n

3.4 FormulaRank Refinement

Motivation The motivation for considering a formula-based lexicographic algo-
rithm is precisely that for developing a formula-based rational closure algorithm.
We take issue with the implementation of approaches that directly manipulate
models, and for the same reasons outlined in 3.2, adapt our LexicographicMod-
elRank algorithm to represent the models on each rank syntactically.
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Using a formula-based version of the refinement strategy in Lexicograph-
icModelRank, we represent worlds satisfying a particular number of formulas n
using all possible subsets of the knowledge with cardinality n. Combining these
subsets disjunctively, we construct a formula with models satisfying at least n
formulas, or equivalently, violating no more than #K − n formulas. Therefore,
when refining each rank, we start by constructing a formula with worlds on the
rank violating no more than 0 formulas and, if any exist, removing these from
the formula representing the remaining worlds. This process continues, as in
LexicographicModelRank, until there are no remaining worlds, and is repeated
for each rank.

Algorithm 7 LexicographicFormulaRank
1: Input: A defeasible knowledge base K
2: Output: An ordered tuple (FLC

0 , ..., FLC
k−1, F

LC
∞ , k)

3: (FRC
0 , ..., FRC

n−1, F
RC
∞ , n) := FormulaRank(K);

4: i := 0; ▷ rational closure rank
5: k := 0; ▷ lexicographic closure rank
6: while i < n do
7: j := 0; ▷ number of formulas to violate
8: Uij := FRC

i ; ▷ remaining worlds to place
9: while Uij ̸|= ⊥ do

10: Lij := Uij ∧

( ∨
S∈{T⊆

−→
K|#T=#

−→
K−j}

∧
s∈S

s

)
;

11: if Lij ̸|= ⊥ then
12: FLC

k := Lij ; ▷ place worlds violating j formulas
13: k := k + 1;
14: end if
15: Ui(j+1) := Uij ∧ ¬Lij ; ▷ remove placed worlds
16: j := j + 1;
17: end while
18: i := i+ 1;
19: end while
20: FLC

∞ := FRC
∞ ;

21: return (FLC
0 , ..., FLC

k−1, F
LC
∞ , k)

3.5 Cumulative FormulaRank

Motivation After implementing the FormulaRank algorithm using our exten-
sion of the Tweety Project Library, we encountered severe performance issues.

We determined the cause to be the interaction between the implementation
of the Sat4j SAT solver [10] provided by the TweetyProject library [14] and the
construction of the representative formulas on each rank.

Each representative rank formula comprises the conjunction of all the remain-
ing formulas and the negation of the disjunction of all the previous representative
rank formulas. The negation of the disjunction of all the previous representative
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rank formulas essentially asserts that we wish to exclude worlds that are already
associated with the previous representative rank formulas.

We reformulated the entailment query of step seven of the FormulaRank
algorithm to a satisfiability query that we can present to the SAT solver. The
SAT solver then converts the given query to Conjunctive Normal Form (CNF) as
part of its implementation. Hence, there is an exponential blowup in the number
of clauses in the CNF of the original formula.

One can modify the definition of the representative rank formulas to no longer
require the conjunction with the negation of the disjunction of all the previous
representative rank formulas. The resulting sequence of formulas now represents
an accumulation of worlds whereby the models of each formula are a subset of the
models of the following formula. We term this new representation the ‘cumulative
ranked formula model’ of a knowledge base. Significantly, this new representation
does not affect our ability to answer entailment queries using minimal ranked
entailment and avoids the complexity issues relating to the conversion to CNF.

This new representation is intimately related to the original BaseRank and
RationalClosure algorithms. The BaseRank ranks are constructed from the
difference between successive sets of exceptional formulas. RationalClosure
answers entailment queries by starting with the union of all such BaseRank
ranks and iteratively removing ranks from the lowest rank upwards until the
antecedent of the query is classically consistent with the remaining knowledge.
RationalClosure effectively reconstructs the sequence of exceptional sets ini-
tially produced by BaseRank from the BaseRank ranks to answer the entailment
query.

We can show that the representative formula on a given finite rank of the
cumulative ranked model is, in fact, the conjunction of the formulas in the excep-
tional set of the same index. Thus, not only does the cumulative ranked formula
model provide a syntactic representation of the models of a given knowledge base
in a cumulative sense, it functions as a cache of the information used by Ratio-
nalClosure to answer entailment queries. Hence answering entailment queries
using the cumulative ranked model is similar to the RationalClosure algorithm.
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Algorithm 8 CumulativeFormulaRank
1: Input: A defeasible knowledge base K
2: Output: A ranked formula interpretation (F0, ..., Fn−1, F∞) and the number of

ranks, n
3: i := 0;
4: Ki :=

−→
K ;

5: repeat
6: Fi := (

∧
Ki);

7: Ki+1 := {α → β ∈ Ki | Fi |= ¬α};
8: i := i+ 1;
9: until Ki = Ki−1

10: n := i
11: F∞ := Fi

12: return (F0, ..., Fn−1, F∞), n

4 Lexicographic Closure

We wish to formulate a cumulative approach for computing lexicographic clo-
sure that highlights the relationship between the model-theoretic definition and
the usual LexicographicClosure algorithm. Based on our cumulative rational
closure approach findings, we expect that the cumulative model ranks corre-
spond to various iterations of the original LexicographicClosure algorithm.
In attempting such, however, we make an important observation regarding the
distinction between definitions of lexicographic closure presented in [11] and [4].

The refinement definition of lexicographic closure applied in our model-based
algorithms defines an ordering based on the criteria of seriousness and count
(similar to the ordering defined by Lehmann). However, we find that this is,
in fact, distinct from the ordering originally defined for lexicographic closure in
[11].

We prove, via an example, how these definitions differ regarding the produced
ranked models.

Example 1. Consider K = {p → b, b |∼ f, b |∼ w, p |∼ ¬f, p |∼ w}.
This represents the knowledge that all penguins are birds, birds typically fly,

birds typically have wings, penguins typically don’t fly, and penguins typically
have wings.

The base rank of the formulas in K and the corresponding minimal ranked
(rational closure) model are shown in figure 1.

We construct the ranked models in figure 2 according to the, purportedly
equivalent, Lehmann [11] and Casini et al. [4] definitions of lexicographic closure.

We observe that both lexicographic models respect the relative order of the
worlds in the rational closure model.

However, we notice a difference in the refinement of the second rational clo-
sure rank in producing the two lexicographic models. In particular, consider
valuations bfpw and bfpw(circled in the rational closure model). The tuples of
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∞ p → b

1 p |∼ ¬f, p |∼ w

0 b |∼ f, b |∼ w

(a) Base Rank

∞ bfpw bfpw bfpw bfpw

2 bfpw bfpw bfpw

1 bfpw bfpw bfpw bfpw

0 bfpw bfpw bfpw bfpw bfpw

(b) Minimal Ranked Model

Fig. 1: Base Rank and Minimal Ranked Model of K

∞ bfpw bfpw bfpw bfpw

5 bfpw

4 bfpw

3 bfpw

2 bfpw

1 bfpw bfpw bfpw

0 bfpw bfpw bfpw bfpw bfpw

(a) Lexicographic Closure [11] Model

∞ bfpw bfpw bfpw bfpw

4 bfpw bfpw

3 bfpw

2 bfpw

1 bfpw bfpw bfpw

0 bfpw bfpw bfpw bfpw bfpw

(b) Lexicographic Closure [4] Model

Fig. 2: The Two Lexicographic Ranked Models

violated formula counts ordered by base rank, as defined in the Lehmann def-
inition of lexicographic closure [11], are ⟨0, 2, 1⟩ and ⟨0, 1, 2⟩, respectively. We
define similar tuples based on the refinement criteria of the Casini et al. lexi-
cographic ordering [4] to include the rational closure rank and the number of
formulas violated in K (as the ordering favours valuations with a lower rational
closure rank, violating fewer formulas in K). Both valuations, in this case, have
the same rational closure rank of two and violate three formulas in K. Hence
the corresponding tuple associated with these valuations is ⟨2, 3⟩. Noting that
both partial orders can be defined by comparing the corresponding tuples using
the natural lexicographic ordering of tuples, the Lehmann ordering places the
valuations on different ranks while the Casini et al. ordering places them on the
same rank.

Example 1 demonstrates that refining the rational closure model ranks by
count alone does not necessarily produce the Lehmann lexicographic closure
ranked model. The rational closure model separates valuations according to the
number of trailing zeroes in their formula violation tuples or, equivalently, the
highest base rank among the formulas each violates (based on the connection
between the base rank of a formula and the rank of its minimal world in the
minimal ranked model [7]). Therefore, to refine such to produce the Lehmann
lexicographic closure model, valuations on the same rational closure rank must
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be separated, not based on the number of formulas violated in total [4], but
rather by considering each of the remaining violation counts in turn (essentially
completing the lexicographic tuple comparison).

Nonetheless, the ordering defined in [4] still represents a valid form of lexico-
graphic closure in which the tuples used to compare valuations are of order two,
consisting of a valuation’s rational closure rank and formula violation count.
Notably, the ranked models corresponding to each ordering constitute refine-
ments of the rational closure model and will, therefore, fall within the rational
defeasible entailment framework described in [4].

While it would be possible to construct a cumulative version of the Lexico-
graphicFormulaRank algorithm by instead refining cumulative rational closure
ranks without the negation of prior ranks (much like in the CumulativeFormu-
laRank algorithm), we would need to show that such represents the cumulative
model. The output of the CumulativeFormulaRank algorithm is cumulative as
the formulas on each rank become strictly weaker as the rank increases. While
such is also the case for iterations of the LexicographicClosure algorithm, it
may not hold for the modified LexicographicFormulaRank, as described above.
Therefore, a cumulative algorithm may need to explicitly include the prior cu-
mulative rational closure ranks, as it is possible for a lower-ranked valuation to
violate more formulas than a higher-ranked valuation.

5 Complexity Analysis

We assume a propositional vocabulary containing p atoms and hence 2p possible
worlds. We claim that 2p satisfaction checks can be considered approximately
equivalent to a single entailment check as, in the worst case, checking whether
a particular entailment, α |= β, holds can be evaluated by determining whether
α ∧ ¬β is unsatisfiable.

We estimate the space complexity of ModelRank and LexicographicModel-
Rank in terms of the number of propositional worlds to be stored. For the re-
maining algorithms, we estimate their space complexity in terms of the number
of syntactic knowledge base formulas their resulting representations comprise.
This decision is motivated by the fact that the representative formulas on each
rank entirely comprise combinations of formulas from the original knowledge
base.

Time complexity results in table 1 show that all algorithms perform in the
order of n2 classical entailment checks and are thus not much more complex
than the problem of boolean satisfiability for propositional logic (solvable in
non-deterministic polynomial time) [12].

Under the assumption that storage requirements for valuations and formulas
do not differ significantly, we favour the space efficiency of the Cumulative-
FormulaRank algorithm for constructing a representation of the rational clo-
sure model. However, the difficulty of expressing counts in propositional logic
produces a super-exponential space complexity for the LexicographicFormu-
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laRank. We, therefore, favour the LexicographicModelRank algorithm despite
its exponential space complexity.

Algorithm Time Space

ModelRank O(n2) O(2p)
FormulaRank O(n2) O(2n × n2)
CumulativeFormulaRank O(n2) O(n2)

LexicographicModelRank O(n2) O(2p)
LexicographicFormulaRank O(n2) O(2n × n3)

Table 1: Algorithm Time and Space Complexities

6 Conclusions and Future Work

Our work represents an avenue largely unexplored in the literature: the design of
model-based algorithms for computing forms of KLM-style defeasible entailment.

We present five new algorithms for constructing representations of the ra-
tional and lexicographic closure ranked models of a given defeasible knowledge
base. The first two construct representations consistent with those abstractly
defined elsewhere in the literature. The remaining three construct new compact
representations for the ranked models using representative formulas. The thrid
rational closure algorithm produces a new class of representation that we term
cumulative, as the models of each rank’s representative formula are precisely
those on and below the corresponding rational closure rank.

With all algorithms following the same bottom-up pattern of construction,
based on the initial model ranking algorithms, we prove these produce the desired
ranked models for rational and lexicographic closure.

In attempting to formulate a cumulative algorithm for lexicographic closure,
we find that the ordering defined in [4] for lexicographic closure differs from
that initially described in [11]. While both constitute refinements of the rational
closure model, they represent distinct forms of reasoning that will need to be
compared and further explored.

In light of this observation, we need to develop similar algorithms for the
Lehmann lexicographic closure and a more compact representation for the Casini
et al. lexicographic closure.

Additionally, we wish to explore whether these algorithms and their cor-
responding model representations may be generalised to compute any rational
defeasible entailment relation [4].
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A ModelRank Algorithm Proofs

Proposition 1. The ModelRank algorithm terminates.

Proof. We assume that
−→
K is consistent. Thus, we want to show that Ri = ∅ for

some i.
By definition, we have that ∀j, Rj := Uj ∩Mod(Kj) and Uj+1 ⊆ Uj .
Thus for arbitrary i, either:

1. Ui+1 ⊂ Ui

2. Ui+1 = Ui

Since U is finite, (1) can only occur a finite number of times. If Ui+1 = Ui,
then Ri = ∅ since Ui+1 := Ui \Ri and Ri ⊆ Ui.

Proposition 2. The ModelRank algorithm produces a ranked model of the given
defeasible knowledge base, K.

Proof. Suppose ModelRank produces R∗ = (R0, · · · , Rn−1, R∞).
We therefore wish to show that R∗ is a ranked model of K.
We show this in two parts:

1. R∗ a ranked interpretation:
We show that R∗ is a function from U to N ∪ {∞} such that R∗(u) = 0
for some u ∈ U , and satisfying the following convexity property: ∀i ∈ N, if
R∗(v) = i, then, for ∀j such that 0 ≤ j < i, ∃u ∈ U for which R∗(u) = j.

We assume that
−→
K is consistent.

Hence, Mod(
−→
K ) ̸= ∅. Thus R0 := U0 ∩Mod(K0) ̸= ∅.

Thus, ∃u ∈ U such that R∗(u) = 0.
Take arbitrary u ∈ U .
Either u ∈ Rj or u ̸∈ Rj for some j ∈ N.
If u ∈ Rj , then u ∈ Uj and u ∈ Mod(Kj).

u ∈ Uj and u ∈ Rj

⇒ u ̸∈ Uj+1

⇒ ∀m > 0, u ̸∈ Uj+1+m, since ∀i > 0,Ui+1 ⊂ Ui

⇒ ∀m > 0, u ̸∈ Rj+1+m

If u ̸∈ Rj for some j ∈ N, then u ∈ Ui for i ≤ n. But R∞ := Un, thus
u ∈ R∞.
Thus, as soon as a world is placed on a rank, it can no longer be placed on
any subsequent ranks. We note that the stopping condition of the algorithm
is that the current rank is empty, and that this empty rank is excluded from
the output. Thus, there can never be any empty ranks.

2. R∗ is a model of K:
We want to show that ∀α |∼ β ∈ K, min≺JαKR

∗ ⊆ JβKR
∗
.

We note that min≺JαKR
∗

is just alternative notation for the minimal α-
worlds with respect to the interpretation R∗.
Take arbitrary α |∼ β ∈ K.
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(a) If JαKR
∗
= ∅, we are done.

(b) If JαKR
∗ ̸= ∅, then take arbitrary v ∈ JαKR

∗
.

Suppose R∗(v) = i.
Note that Rj := Uj ∩Mod(Kj) and

Kj := {γ → δ ∈ Kj−1 | ∄v ∈ Rj−1 s.t. v ⊩ γ}.

Since v ∈ JαKR
∗

and R∗(v) = i, we must have that ∀j < i, ∄u ∈ Rj such
that u ⊩ α.
Note that α → β ∈ K0 :=

−→
K .

Hence, α → β ∈ Kj , ∀j ≤ i.
Since v ∈ JαKR

∗
and v ∈ Ri := Ui ∩Mod(Ki) and α → β ∈ Ki, we have

that v ∈ JβKR
∗
.

Lemma 1. Suppose ModelRank produces R∗ = (R0, · · · , Rn−1, R∞).
Take arbitrary v ∈ Ri for i > 0.
∀α → β ∈ Ki−1 \ Ki, ∃w ∈ Ri−1, s.t. w ⊩ α ∧ β.

Proof. Take arbitrary α → β ∈ Ki−1 \ Ki

⇒ α → β ∈ Ki−1 \ Ki = Ki−1 ∩ Ki

= Ki−1 ∩ {α → β ∈ Ki−1 | ∄v ∈ Ri s.t. v ⊩ α}

= Ki−1 ∩ (Ki−1 ∩ {α → β ∈
−→
K | ∄v ∈ Ri s.t. v ⊩ α})

= Ki−1 ∩ (Ki−1 ∪ {α → β ∈
−→
K | ∄v ∈ Ri s.t. v ⊩ α})

= Ki−1 ∩ {α → β ∈
−→
K | ∄v ∈ Ri s.t. v ⊩ α}

= Ki−1 ∩ {α → β ∈
−→
K | ∃v ∈ Ri s.t. v ⊩ α}

= {α → β ∈ Ki−1 | ∃v ∈ Ri s.t. v ⊩ α}

Since α → β ∈ {α → β ∈ Ki−1 | ∃v ∈ Ri s.t. v ⊩ α}, take arbitrary u ∈ Ri−1

such that u ⊩ α.
But u ∈ Ri ⇒ u ∈ Mod(Ki−1) ⊆ Mod(Ki−1 \ Ki).
Hence, u ⊩ α and u ∈ Mod(Ki−1 \ Ki) and α → β ∈ Ki−1 \ Ki ⇒ u ⊩ β.

Lemma 2. Suppose ModelRank produces R∗ = (R0, · · · , Rn−1, R∞).
Let i > 0.
∀α → β ∈ Ki−1 \ Ki,∀j < i− 1,∄w ∈ Rj , s.t. w ⊩ α.

Proof. Take arbitrary α → β ∈ Ki−1 \ Ki.
Suppose for the sake of contradiction that ∃w ∈ Rj with j < i− 1 and that

w ⊩ α.
By definition, Rj = Uj ∩Mod(Kj).
⇒ w ∈ Mod(Kj)
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By definition, ∀m > 0, Km+1 ⊂ Km.
By assumption, α → β ∈ Ki−1 \ Ki ⊆ Ki−1

⇒ α → β ∈ Ki−1 ⊂ · · · ⊂ Kj ⊂ Kj−1 ⊂ · · · ⊂ K1 ⊂ K0 :=
−→
K .

Note that Kj+1 := {α → β ∈ Kj | ∄v ∈ Rj s.t. v ⊩ α}.
Now, α → β ∈ Kj and w ∈ Rj and w ⊩ α.
Hence, α → β ̸∈ Kj+1 ⇒ α → β ̸∈ Ki−1 ⇒ α → β ̸∈ Ki−1 \ Ki.
Which is clearly a contradiction. Thus no such w exists.

Lemma 3. Suppose ModelRank produces R∗ = (R0, · · · , Rn−1, R∞).
Take arbitrary v ∈ Ri for i > 0.
∀α → β ∈ Ki−1 \ Ki, min≺Jα ∧ βKR

∗ ⊆ Ri−1.

Proof. This follows from Lemma 1 and Lemma 2 since Lemma 1 shows that
there exists a world with the specified property and Lemma 2 shows that there
does not exist a world with such property on any lower rank.

Lemma 4. Suppose ModelRank produces R∗ = (R0, · · · , Rn−1, R∞).
Take arbitrary v ∈ Ri for i > 0.
∃α → β ∈ Ki−1 \ Ki such that v ⊮ α → β

Proof. Suppose for the sake of contradiction that v ∈ Ri and ∀α → β ∈ Ki−1\Ki,
v ⊩ α → β.

Hence, v ∈ Mod(Ki−1 \ Ki).
By definition, Ri = Ui ∩Mod(Ki) ⊆ Mod(Ki).
⇒ v ∈ Ui and v ∈ Mod(Ki).
Take arbitrary x ∈ Ki−1.
Since Ki ⊂ Ki−1, we have that Ki−1 = Ki ∪ (Ki−1 \ Ki).
Hence, either x ∈ Ki or x ∈ Ki−1 \ Ki.
If x ∈ Ki, then since v ∈ Mod(Ki), v ⊩ x.
If x ∈ Ki−1 \ Ki, then since v ∈ Mod(Ki−1 \ Ki), v ⊩ x.
Thus v ∈ Mod(Ki−1).
Hence, v ∈ Ui−1 and v ∈ Mod(Ki−1) ⇒ v ∈ Ri−1.
This is a contradiction since we assumed that v ∈ Ri and we have shown

that R∗ is a ranked interpretation.

Consider the ordering ⪯K on all ranked models of a knowledge base K, which
is defined as follows: R1 ⪯K R2 if for every v ∈ U , R1(v) ≤ R2(v).

Proposition 3. Suppose ModelRank produces R∗ = (R0, · · · , Rn−1, R∞). R∗ is
the minimal ranked model of K with respect to ⪯K.

Proof. Suppose ModelRank produces R∗ = (R0, · · · , Rn−1, R∞).
Take arbitrary v ∈ Ri for i > 0.
We want to show that if we remove v and place it on any rank lower than i,

that the resulting ranked interpretation, is no longer a model of K.
To do this, we use Lemma 3 and Lemma 4.

168



20 J. Cohen et al.

Lemma 3 shows that all the best alpha worlds, that are also beta worlds, for
any formula in Ki−1 \ Ki, are located on rank i− 1.

Lemma 4 then shows that there must be at least one formula, say γ → δ, in
Ki−1 \ Ki that v violates.

Hence, γ → δ ∈ Ki−1 \ Ki ⊂ Ki−1 ⊂ · · · ⊂ K0.
Thus, we can conclude that

R∗′
:= (R0, · · · , Ri−k ∪ {v}, · · · , Ri \ {v}, · · · , Rn−1, R∞)

for some 0 < k ≤ i is not a model of K.

B FormulaRank Algorithm Proofs

Lemma 5. Consider each set of remaining worlds, Ui, as defined in the Mod-
elRank algorithm as Ui := Ui−1 \ Ri−1,∀i > 0. One can write, ∀i > 0,Ui =

U \
⋃i−1

j=0 Rj.

Proof. We use induction.

– Base Case:

U1 = U0 \R0 (by definition)

= U0 \
0⋃

j=0

Rj

– Induction Step: suppose for some k > 0, k ∈ N that

Uk = U \
k−1⋃
j=0

Rj holds.

We wish to show that

Uk+1 = U \
k⋃

j=0

Rj
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Uk+1 = Uk \Rk (by definition)

= (U \
k−1⋃
j=0

Rj) \Rk

= U \ ((
k−1⋃
j=0

Rj) ∪Rk)

= U \
k⋃

j=0

Rj

Proposition 4. With respect to the ModelRank and FormulaRank algorithms,
the representative formula, Fi, on each rank of the FormulaRank model, is related
to the worlds on each rank, Ri, of the ModelRank model by the following property:
∀i, Mod(Fi) = Ri and K′

i = Ki. Additionally, both algorithms terminate at the
same point.

Proof. Base Case:

We assume that K is consistent.
Thus we have that R0 := U0 ∩Mod(K0) = Mod(

−→
K ) is not empty.

Furthermore, for both ModelRank and FormulaRank, K0 :=
−→
K and K′

0 :=
−→
K .

Thus K0 = K′
0.

F0 :=
∧

K′
0 ∧ ¬(

∨
j<0

Fj)

=
∧

K′
0 ∧ ¬⊥

=
∧

K′
0 ∧ ⊤

=
∧

K′
0

=
∧

K0 (by definition)

⇒ Mod(F0) = Mod(
∧

K0)

= Mod(K0)

= U0 ∩Mod(K0) (since U0 := U )
= R0

We also know that both K1 and K′
1 exist.

‘Repeating Base Case’:
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Suppose that for some i > 0, Ri ̸= ∅, that Ki = K′
i and that ∀k ≤ i,

Mod(Fk) = Rk.

We first show that Ki+1 = K′
i+1.

Note that

Ki+1 := {α → β ∈ Ki | ∄v ∈ Ris.t.v ⊩ α}
and
K′

i+1 := {α → β ∈ K′
i | Fi |= ¬α}.

Since Ki = K′
i by our induction hypothesis,

K′
i+1 = {α → β ∈ Ki | Fi |= ¬α}.

Now,

Fi |= ¬α ⇔ Mod(Fi) ⊆ Mod(¬α)
⇔ Ri ⊆ Mod(¬α) (by induction hypothesis)
⇔ ∀u ∈ Ri, u ∈ Mod(¬α)
⇔ ∀u ∈ Ri, u ⊩ ¬α
⇔ ∄u ∈ Ri, u ⊩ α

Thus, since Ki = K′
i (by induction hypothesis), and Fi |= ¬α ⇔ ∄u ∈

Ri s.t. u ⊩ α, we have that Ki+1 = K′
i+1.

Now,

Fi+1 :=
∧

K′
i+1 ∧ ¬(

∨
j<i+1

Fj)

=
∧

Ki+1 ∧ ¬(
∨

j<i+1

Fj)

⇒ Mod(Fi+1) = Mod(
∧

Ki+1) ∩Mod(¬(
∨

j<i+1

Fj))

Now,

Mod(¬(
∨

j<i+1

Fj)) = U \Mod(
∨

j<i+1

Fj)

= U \
i⋃

j=0

Mod(Fj)

= U \
i⋃

j=0

Rj (by induction hypothesis)

= Ui+1 (by lemma 5)
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Thus,

Mod(Fi+1) = Mod(
∧

Ki+1) ∩ Ui+1

= Ui+1 ∩Mod(Ki+1)

= Ri+1 (by definition)

Now, if K′
i+1 = K′

i, then we have that FormulaRank terminates.
We must now show that ModelRank terminates at the same index (i+ 1).

Ri+1 : = Ui+1 ∩Mod(Ki+1)

= Ui+1 ∩Mod(Ki)

= (Ui \Ri) ∩Mod(Ki)

= (Ui ∩Mod(Ki)) \ (Ri ∩Mod(Ki))

= Ri \Ri

= ∅

Thus ModelRank terminates at the same index.

C CumulativeFormulaRank Algorithm Proofs

Proposition 5. With respect to the ModelRank and CumulativeFormulaRank
algorithms, the representative formula, F ′

i , on each rank of the CumulativeFor-
mulaRank model, is related to the worlds on each rank, Ri, of the ModelRank
model by the following property: ∀i, Mod(F ′

i ) =
⋃i

j=0 Rj and K′
i = Ki. Addi-

tionally, both algorithms terminate at the same point.

Proof. Base Case:

We assume that K is consistent.
Thus we have that R0 := U0 ∩Mod(K0) = Mod(

−→
K ) is not empty.

Furthermore, for both ModelRank and FormulaRank, K0 :=
−→
K and K′

0 :=
−→
K .

Thus K0 = K′
0.
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F ′
0 :=

∧
K′

0

=
∧

K0 (by definition)

⇒ Mod(F0) = Mod(
∧

K0)

= Mod(K0)

= U0 ∩Mod(K0) (since U0 := U )
= R0

=

0⋃
j=0

Rj

We also know that both K1 and K′
1 exist.

‘Repeating Base Case’:

Suppose for that for some i > 0, Ri ̸= ∅, that Ki = K′
i and that ∀k ≤ i,

Mod(F ′
k) =

⋃k
j=0 Rj .

We first show that Ki+1 = K′
i+1.

Note that

Ki+1 := {α → β ∈ Ki | ∄v ∈ Ris.t.v ⊩ α}
and
K′

i+1 := {α → β ∈ K′
i | F ′

i |= ¬α}.

Since Ki = K′
i by our induction hypothesis,

K′
i+1 = {α → β ∈ Ki | Fi |= ¬α}.

We show that Ki+1 ⊆ K′
i+1 and K′

i+1 ⊆ Ki+1.
If K′

i+1 ̸= ∅, then take arbitrary α → β ∈ K′
i+1. Thus, we have that

F ′
i |= ¬α ⇔ Mod(F ′

i ) ⊆ Mod(¬α)

⇔
i⋃

j=0

Rj ⊆ Mod(¬α)

⇒ Ri ⊆ Mod(¬α)
⇒ α → β ∈ Ki+1
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If Ki+1 ̸= ∅, then take arbitrary α → β ∈ Ki+1. Thus, we have that

∄v ∈ Ri, s.t. v ⊩ α ⇒ ∄v ∈ Rj ,∀j ≤ i s.t. v ⊩ α

⇒
i⋃

j=0

Rj ⊆ Mod(¬α)

⇒ Mod(F ′
i ) ⊆ Mod(¬α)

⇔ F ′
i |= ¬α

⇒ α → β ∈ K′
i+1

Thus Ki+1 = K′
i+1.

We now need to show that Mod(F ′
i+1) =

⋃i+1
j=0 Rj .

We first show that
⋃i+1

j=0 Rj ⊆ Mod(F ′
i+1).

i+1⋃
j=0

Rj =
i⋃

j=0

Rj ∪Ri+1

= Mod(F ′
i ) ∪Ri+1

= Mod(F ′
i ) ∪ (Ui+1 ∩Mod(Ki+1)

= Mod(Ki) ∪ (Ui+1 ∩Mod(Ki+1)

= (Mod(Ki) ∪ Ui+1) ∩ (Mod(Ki) ∪Mod(Ki+1))

= (Mod(Ki) ∪ Ui+1) ∩Mod(Ki+1)

⊆ Mod(Ki+1)

= Mod(F ′
i+1)

Next, we show that Mod(F ′
i+1) ⊆

⋃i+1
j=0 Rj .

Suppose for the sake of contradiction that Mod(F ′
i+1) ⊈

⋃i+1
j=0 Rj .

Mod(F ′
i+1) ⊈

i+1⋃
j=0

Rj ⇔ Mod(K′
i+1) ⊈

i+1⋃
j=0

Rj

⇔ ∃v ∈ Mod(K′
i+1) s.t. v ̸∈

i+1⋃
j=0

Rj
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Now,

v ̸∈
i+1⋃
j=0

Rj ⇔ v ̸∈ Rj , ∀j ≤ i+ 1

⇒ v ̸∈ Ri+1 = Ui+1 ∩Mod(Ki+1)

⇒ v ̸∈ Mod(Ki+1) = Mod(K′
i+1)

Thus, we have that Mod(F ′
i+1) ⊆

⋃i+1
j=0 Rj and consequently, Mod(F ′

i+1) =⋃i+1
j=0 Rj .

Now, if K′
i+1 = K′

i, then we have that CumulativeFormulaRank terminates.
We must now show that ModelRank terminates at the same index (i+ 1).

Ri+1 : = Ui+1 ∩Mod(Ki+1)

= Ui+1 ∩Mod(Ki)

= (Ui \Ri) ∩Mod(Ki)

= (Ui ∩Mod(Ki)) \ (Ri ∩Mod(Ki))

= Ri \Ri

= ∅

Thus ModelRank terminates at the same index.
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D LexicographicModelRank Proofs

Proposition 6. The LexicographicModelRank algorithm terminates.

Proof. The outermost while loop executes exactly n times and should not affect
termination. Therefore, termination will depend entirely on whether the inner
while loop terminates for each value of i.

For any i < n:
Since {Lij | 0 ≤ j ≤ #K} \ {∅} partitions Ui0,

⋃#K
j=0 Lij = Ui0 = RRC

i .
Now, the algorithm recursively defines Uij as Ui(j−1) \ Li(j−1), resulting in

the following derivation:

Uij = Ui0 \ Li0 \ ... \ Li(j−1)

=⇒ Uij = Ui0 \
j−1⋃
k=0

Lik

=⇒ Uij = RRC
i \

j−1⋃
k=0

Lik

But for j = #K+1, we have
⋃#K

k=0 Lik = Ui0 = RRC
i , since the Lik’s partition

the rank.
Thus, Uij = RRC

i \ RRC
i = ∅, the required condition for termination of the

inner loop.
Therefore, we have that the innermost loop will terminate after at most

#K + 1 iterations, for each value of i, and hence the algorithm terminates.

Proposition 7. The LexicographicModelRank algorithm produces the lexico-
graphic [4] ranked model of K.

Proof. Suppose LexicographicModelRank produces
R∗ = (R0, ..., Rn−1, R∞).

We will prove the above in two parts:

1. R∗ is a ranked interpretation:
We show that all worlds are assigned a unique rank, and that there are no
empty ranks in the model.

We have that RRC
K = (RRC

0 , ..., RRC
n−1, R

RC
∞ ) produced by ModelRank is a

ranked interpretation.
Consider u ∈ RRC

i :
There is some j such that u ∈ Lij , since

⋃#K
k=0 Lik = RRC

i .
Since Lij ̸= ∅, there is some k such that Rk = Lij and hence R∗(u) = k.
This rank is unique since ̸ ∃Li′j′ : u ∈ Li′j′ , i

′ ̸= i or j′ ̸= j.
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This follows from the fact that the rational closure ranks partition U and
each RRC

i is partitioned by the Lij ’s (ignoring potentially empty Lij ’s).
And so, ̸ ∃k′ : R∗(u) = k′ and k′ ̸= k, since Rk = Lij .

Consider Ri for some i:
∃j, k : Ri = Ljk and Ljk ̸= ∅, by construction, and such Ljk’s are placed
consecutively.
Therefore, there cannot be an empty rank in the interpretation, which is suf-
ficient in satisfying the required convexity property of ranked interpretations.

2. R∗ conforms to the lexicographic ordering [4] defined on K:
We consider the 3 cases in the defined ordering: m ≺K

LC n if and only if
RK

RC(n) = ∞, or RK
RC(m) < RK

RC(n), or RK
RC(m) = RK

RC(n) and m satis-
fies more formulas than n in K.

Consider arbitrary u, v ∈ U :
(a) RK

RC(v) = ∞:
Since R∞ = RRC

∞ , R∗(v) = ∞, and hence u ≺R∗ v.

(b) RK
RC(u) < RK

RC(v):
Then u ∈ Lij and v ∈ Lkl for some i, j, k, l such that i < j. Since
Rm = Lij and Rn = Lkl for some m < n, we have that R∗(u) < R∗(v)
and therefore than u ≺R∗ v.

(c) RK
RC(u) = RK

RC(v) and u satisfies more formulas than v in K:
Let i = RK

RC(u) = RK
RC(v). Then, u ∈ Lij and v ∈ Lik for some j < k,

since u satisfies more formulas and hence violates fewer formulas than v
in K. Since Rm = Lij and Rn = Lik with j < k, we have m < n, and
hence that R∗(u) < R∗(v) and u ≺R∗ v.

We now have that ≺R∗ satisfies all the properties of the lexicographic
closure modular ordering, and since it is a ranked interpretation, it must
be the unique ranked interpretation obeying such an ordering. From [4],
we know that the ranked interpretation corresponding to lexicographic
closure is a model of K, and hence R∗ is the lexicographic ranked model
of K, as defined by the ordering in [4].

E LexicographicFormulaRank Proofs

Proposition 8. For each rank L′
k in the output of the LexicographicFormula-

Rank algorithm, Mod(L′
k) = Lk where Lk is the corresponding rank in the output

of the LexicographicModelRank algorithm, with both algorithms returning the
same number of ranks.

Proof. We will first show, inductively, that for each refined rank L′
ij in the Lex-

icographicFormulaRank algorithm, for any arbitrary i, is such that Mod(L′
ij) =
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Lij where Lij is defined in the LexicographicModelRank algorithm, and simi-
larly, that Mod(U ′

ij) = Uij . We also show that U ′
ij is defined if and only if Uij

is defined.

We first note that Mod(L′
∞) = Mod(FRC

∞ ) = RRC
∞ = L∞ (we explicitly

assign the infinite rank in both algorithms, ensuring correspondence).

Let i < n be any finite rank in any rational closure model with n − 1 finite
ranks.

Base Case:

1. Mod(U ′
i0) = Mod(FRC

i ) = RRC
i = Ui0

2. Ui0 ̸= ∅, since the rational closure ranks are non-empty, therefore Ui1 and
Li0 will be defined. Similarly, U ′

i0 ̸|= ⊥, since U ′
i0 ̸|= ⊥ ⇐⇒ Mod(U ′

i0) =
Ui0 ̸= ∅. Therefore, U ′

i1 and L′
i0 will be defined.

3.

Mod(L′
i0) = Mod

FRC
i ∧

 ∨
S∈{T⊆

−→
K|#T=#

−→
K−0}

∧
s∈S

s


= Mod(FRC

i ) ∩
⋃

S∈{T⊆
−→
K|#T=#

−→
K}

Mod(S)

= RRC
i ∩ Mod(

−→
K )(the only subset of size #

−→
K is

−→
K )

= Ui0 ∩ Mod(
−→
K )

= {u ∈ Ui0 | #{k ∈
−→
K | u ⊮ k} = 0}

= Li0

Inductive Step:
Assume for some j such that Lij , L

′
ij and Uij ,U ′

ij are defined, that Lij =
Mod(L′

ij) and Uij = Mod(U ′
ij) ̸= ∅.

1.

Mod(U ′
i(j+1)) = Mod(U ′

ij ∧ ¬L′
ij)

= Mod(U ′
ij) ∩ Mod(L′

ij)

= Uij \ Lij

= Ui(j+1)

2. Now,

Ui(j+1) = ∅ ⇐⇒ Mod(U ′
i(j+1)) = ∅

⇐⇒ U ′
i(j+1) |= ⊥
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Therefore,

Li(j+1) is defined ⇐⇒ Ui(j+1) ̸= ∅
⇐⇒ U ′

i(j+1) ̸|= ⊥
⇐⇒ L′

i(j+1) is defined .

3. If Ui(j+1) = ∅, we are done (both Li(j+1) and L′
i(j+1) will not be defined,

with Lij , L
′
ij the last defined ranks for the refinement of rational closure rank

i.
Else, Ui(j+1) ̸= ∅ and so Li(j+1), L

′
i(j+1) are defined.

Mod(L′
i(j+1)) = Mod

U ′
i(j+1) ∧

 ∨
S∈{T⊆

−→
K|#T=#

−→
K−(j+1)}

∧
s∈S

s


= Mod

U ′
ij ∧ ¬L′

ij ∧

 ∨
S∈{T⊆

−→
K|#T=#

−→
K−(j+1)}

∧
s∈S

s


= Mod(U ′

ij) ∩ Mod(L′
ij) ∩ {u ∈ U | #{k ∈

−→
K | u ⊩ k} ≥ #

−→
K − (j + 1)}

= Uij ∩ U \ Lij ∩ {u ∈ U | #{k ∈
−→
K | u ⊮ k} ≤ j + 1}

= Uij \ Lij ∩ {u ∈ U | #{k ∈
−→
K | u ⊮ k} ≤ j + 1}

= Ui(j+1) ∩ {u ∈ U | #{k ∈
−→
K | u ⊮ k} ≤ j + 1}

= {u ∈ Ui(j+1) | #{k ∈
−→
K | u ⊮ k} ≤ j + 1}

= {u ∈ Ui(j+1) | #{k ∈
−→
K | u ⊮ k} = j + 1}

= Li(j+1)

Thus, by induction, the refined ranks in each algorithm correspond as re-
quired.

Using this result, since

Lk = Lij ⇐⇒ Lij ̸= ∅
⇐⇒ L′

ij ̸|= ⊥
⇐⇒ L′

k = L′
ij

we must have that ∀k ≤ n,Mod(L′
k) = Lk.
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Anomaly Detection in Continuous Stirred Reactor 
(CSTR) Using Deep Learning 

Abstract: Anomaly detection in nonlinear systems with multiple variables with lag 
is a challenging problem.  The lag between sensor measurements and the anomalies 
and nonlinear dynamics presents unique challenges.  This paper addressed some of 
these challenges by evaluating deep learning models in identifying sensor anomalies 
in a nonlinear chemical process. The study investigated the performance of a vanilla 
autoencoder and an LSTM Autoencoder for anomaly detection in a Continuous 
Stirred Tank Reactors (CSTRs).  The data used to train and evaluate the models was 
simulated from CSTR process modelled in Matlab-Simulink. Data containing ran-
dom faults are tested using the developed models with the reconstruction error for 
each fault used to determine thresholding scores. This serves as the foundation for 
anomaly identification, since any odd patterns in the data should be regarded as 
anomalies, resulting in greater reconstruction signals. Because the model is trained 
on healthy data, precise reconstruction of this data is possible. The experimental find-
ings reveal that the Vanilla Autoencoder (V-AE) and LSTM Autoencoder (LSTM-
AE ) models worked effectively in determining different kinds of anomalies that 
were propagated over two time periods of 5 and 20 minutes. However, as the severity 
of the anomalies dropped, so did the model's performance. This research emphasizes 
that, despite their ability to perform effectively, machine learning and deep learning-
based anomaly detection algorithms still suffer from high False Negative Rates. This 
is expected given that industrial systems show a variety of operating behaviors and 
encounter both simple and sophisticated abnormalities. 

Keywords: Anomaly detection, semi-supervised learning, autoencoder, fault detec-
tion, deep learning 

1 Introduction 

Neural networks (NNs) have been rapidly adopted in recent years in the engineering 
and process control disciplines, as well as being used as a potent tool for function ap-
proximation and pattern recognition in industrial systems. [1]. There is an imperative 
requirement for accurate diagnostics and real-time prognostication in these sys-
tems. The ability to detect problems rapidly and diagnose them accurately can be an 
important element in increasing safety, reducing production costs and ensuring product 
quality [2].  To meet the requirements of high performance, reliability, and safety of 
the system under dynamic conditions, as well as to automate the process, it becomes 
vital to consider anomaly detection and diagnosis as an important strategy that will help 
to fulfil these demands. Having this ability in systems involves anomaly detection and 
diagnosis from both a methodological and technological perspective.  

Identifying an anomaly is challenging for machines and humans alike. A common 
problem is that it is hard to determine what an anomaly is since the problem is ill-posed 
[3]. Fortunately, in industrial systems, many metrics are captured through sensors and 
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expressed as time series signals. An unexpected or abrupt shift in process time series 
signals, which may be brought on by the failure of a physical component or a flaw in 
the system itself, is referred to as an anomaly in industrial systems. 

As part of many industrial processes, constant stirring is necessary to convert raw 
materials into desired products through chemical reactions [4]. This is where Continu-
ous Stirred Tank Reactors (CSTR) are most used. To operate this unit economically, it 
is necessary to monitor and control the unit. However, the complex nonlinearities that 
chemical reactions are prone to make the control of these units difficult [5]. Further-
more, real-time CSTR operation is subject to possible faults such as those caused by 
changes in input or output ingredients (flow, level, temperature, composition), which 
will lead to sensor faults, process faults, and actuator. Analysing the behaviour of a 
continuous stirred tank reactor can be used to identify whether it is functioning nor-
mally or abnormally, which can then be used to establish the cause of the problem.   

The primary focus of this paper is to design and evaluate a deep learning model to 
identify sensor anomalies in a nonlinear chemical process. It does this by using a strat-
egy that combines autoencoders and LSTMs which can learn the temporal dependency 
of the multivariate data to detect anomalies. This approach will be validated by using 
multivariate data which is simulated using Matlab. The simulation approach taken was 
to reproduce a chemical process converting raw materials to the desired product by 
replicating a CSTR using Matlab. The CSTR is simulated under steady conditions of 
pressure, composition, and temperature by monitoring and controlling the process using 
sensors. The sensor logs will be used as the data-generating mechanism used to con-
struct the deep learning model. Sensor faults will be propagated randomly through the 
system with the aim of simulating data that can be used for training an anomaly detec-
tion model for CSTRs 

This paper addresses the following key questions:  

1. How effective are deep learning methods in identifying anomalies in high di-
mensional Non-linear systems?  

2. How effective is the LSTM autoencoder for the detection and diagnosis of 
anomalies 

The paper is organized as follows: Section 2 provides an overview of the system 
description used in the simulation model; section 3 describes the dataset developed 
through the simulation section 4 details the experimental design. Results and discussion 
are presented in section 5. Conclusions and recommendations for future research con-
clude the paper. 

2 Process Description 

A Continuous Stirred Reactor System (CSTR) is used to simulate data which will be 
used to develop an anomaly detection algorithm. In industrial continuous processes, 
one of the most used equipment is the Continuous Stirred Tank Reactor (CSTR). It is a 
tank that continuously blends species from the intake. Normally, the species in the tank 
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will react to produce a product. Once the machinery is operational, it is typically run in 
a steady state with continuous  mixing. 

A CSTR involves adding one or more reagents into a tank reactor that has an impeller 
which stirs the mixture. In a reactor, heat is generated as the reaction temperature in-
creases, this is referred to as an exothermic process (system giving off heat). As the 
differential between process temperature and coolant temperature grows while the re-
actor runs without a temperature controller, an increase in reaction temperature causes 
an increase in heat removal. The process is said to exhibit positive feedback if a rise in 
a reaction temperature causes a bigger increase in heat generation than in heat removal; 
as a result, it is viewed as being more unstable. The negative feedback of a reactor 
temperature controller, which will increase the heat removal rate as the temperature 
rises, can balance out the positive feedback of the process. Exothermic or endothermic 
chemical processes necessitate the removal or addition of energy from the reactor in 
order to keep the temperature constant, which is necessary for the system to operate 
safely. There are several types of control systems however for this research the feed-
back control system is modelled. 

2.1 Simulation Control Scheme 

A cooling jacket that is part of the CSTR keeps the system cool. The process involves 
the passage of a solvent and a reactant into a reactor, which mixes and produces a single 
component B as an exit product .During simulation, the CSTR is controlled by closed-
loop feedback control system. Using the simulated sensor device, the feedback control 
action measures the output value and transmits the signal to the controller via the trans-
mitter. As soon as the controller determines that this value is different from the desired 
value (set point), it supplies the deviation signal to the final control element, which in 
turn influences the manipulated variable, which in this case is the cooling water tem-
perature.[6].  

2.2 Simulation Model Assumptions 

Materials are continuously fed into and out from a continuous-stirred tank reactor. 
A well-mixed CSTR, without any dead zones or bypasses, is the ideal use case for op-
eration. The assumptions made for the ideal CSTR are: 

• The tank's composition and temperature are consistent throughout. 
• The effluent's chemical makeup matches that of the tank. 
• The reactor operates at steady state. 

2.3 Simulation Model Equations 

In order to create the CSTR model that is implemented in Simulink, it is expected 
that a second order, exothermic, single irreversible reaction will take place in the 
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simulated reactor from reactant A to product B (i.e., A®B) . Fig. 1 displays a process 
flow diagram for the simulated CSTR model. The tank will overflow or empty (transi-
ent state) if the flow rate entering the vessel is not equal to the flow rate coming out 
(i.e., In=Out). The model equation is obtained from the differential mass and energy 
balances when the reactor is in a transient condition. The residence time can be deter-
mined by dividing the tank's volume by the mean volumetric flow through the tank [1]. 

 
Fig. 1. CSTR schematic of the model implemented in Simulink [8] 

Three ordinary differential equations (ODEs), or mass and energy balances around the 
system, are used to depict the process. The cooling flow of the jacket removes the heat 
produced by the exothermic process. By adjusting the coolant flow, the reactor's 
temperature may be maintained at a predetermined level. The non-linear ordinary 
differential equations as shown in the equations below[4], [5], [9], [10].  
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It is possible to simplify an energy balance for the jacket by assuming uniform 
temperatures inside the circulation tubes and constant heat capacity of water, which can 
be expressed as : 

𝑤here, Arrhenius equation denoted by  

𝑘 = 𝑘+𝑒
,-./01 EQ(4) 

The variables C and T are the concentration and temperature of the reactor, respectively. 
The coolant flow rate, Q is the control input. The inputs to the system are denoted by 
𝐶𝑖, 𝑇𝑖, 𝑇𝑐𝑖 at a given time input of t , the outputs of the simulation are 𝐶, 𝑇, 𝑇# , 𝑄# also at 
a given time t [8], [9], [11]. The coefficient used in the equations above is presented in 
Table 1. Input parameters are fed into the model to create output data. The top-level 
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fields of the input structure are time and signals. The output signals include a variety of 
substructures, each of which relates to a model input (see Table 2).[4], [5], [9], [10].  

Table 1. CSTR model coefficients used in Simulink [8], [9], [11] 

Parameter Description Value Units 
Q Inlet  Flow 100 L/min 
V Tank Volume 150 L 
V$ Jacket Volume 10 L 
∆H% Heat Of Reaction -2.0 x 10& cal/mol 
UA Heat Transfer Coefficient 7.0 x 10& cal/min/K 
k' Pre-Exponential Factor To K 7.2 x 10() min-1 
E/R Activation Energy 1.0 x 10* K 
ρ, ρ$ Fluid Density 1000 g/L 

The locations of the measurements and the control technique are depicted in the 
CSTR schematic in Fig. 2: Maintaining reactor temperature requires adjusting the cool-
ant flow rate, Qc.[8], [9], [11]. During normal functioning, the model's parameters be-
ing “a” and “b” are both equal to 1.00. One may model catalyst deterioration and heat 
transfer fouling, respectively, by decaying their values toward zero. Sensor drifts on 
each of the 7 observed variables are another system flaw that can be replicated but is 
not investigated in this study. Table 3 provides information on various failure scenario 
situations..  

3 Dataset Description 

The CSTR dataset (Modified Feedback-controlled CSTR Process for Fault Simula-
tion [9]) is a large dataset of sensor measurements or signals from a chemical industrial 
process that is used for training and testing in the field of machine learning for anomaly 
detection and diagnosis. It was created by modifying the original system developed by 
[9] to incorporate more faults that are randomly generated to mimic real-life scenarios 
more closely.    

The CSTR dataset contains 30,000 training rows of data. The dataset is created using 
MATLAB and Simulink. Simulink is a piece of software for modeling, simulating, and 
analyzing dynamical systems that is incorporated into MATLAB. This software may 
be applied to both linear and non-linear systems, and it supports continuous-time, sam-
pled-time, and mixed-time models. The simulated system can have several components 
that are sampled or updated at various rates. Simulink offers a graphical user interface 
(GUI) for creating models as block diagrams for modeling. Using Simulink to the 
model you need to present the differential and algebraic equations describing the sys-
tem. By combining the system equations and block diagrams to represent the physical 
system, Simulink will solve the underlying differential and algebraic equations and 
simulate system outputs.  
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Simulating output data requires that you have a model with known coefficients. The 
input data is inserted into the model in the form of signals with the desired characteris-
tics that are typical of this system. The model used in this research is one of a chemical 
process in this case a continuous stirred reactor (CSTR) the coefficients and equations 
pertaining to the model development is outlined below (see Section 2). 

3.1 Dataset Generation 

To gather information on both ideal and imperfect operational settings, the CSTR 
process is simulated. During the simulation, Gaussian noise is injected to every meas-
urement. The simulation generates data on various failure patterns in addition to data 
about normal operating conditions. Table 1 shows the applied fault pattern. Faults in-
clude sensor bias ramp changes and input disturbance ramp changes. These faults can 
all be simulated together in any configuration. One can get a process understanding of 
the dynamics of the system when no failures are simulated. 

The simulation was run for 20 hours while the operating circumstances were 
changed by randomly perturbing the inputs, every 60 minutes as shown in Fig. 4. This 
produced both fault-free and defective data sets. For all variables, the sample period is 
one minute. Note that because the process is non-linear, input disturbances can cause 
system dynamics, causing measurements to become temporally correlated and non-
Gaussian-distributed. In defective data sets, the error is introduced at random while the 
system is functioning normally. With different random seeds for the process noise, 
measurement noise, and input disturbances, many faulty data sets are created in each 
failure scenario in order to evaluate the performance robustly. 

 

 
Fig. 2. Simulink Simulation Model describing feedback control system of CSTR 

reactor 
 

The CSTR may experience problems during real-time operation as a result of modi-
fications in the input/output ingredients' flow, temperature, or composition. These faults 
will manifest as sensor faults, process faults, or actuator faults. We can determine 
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whether the continuous stirred tank reactor is working regularly or abnormally by 
watching its behavior. We can also determine where the problems that need to be fixed 
originated. 

3.2 Dataset Characteristics 

The characteristics of the dataset that has been developed using Simulink are pre-
sented below: 

─ Data Point: Each record/object is a single instance in the dataset. Each row in Table 
2 is a data point. Each instance contains the instantaneous absolute reading from the 
system measurement points i.e., sensor readings. 
─ Dataset Attribute: The dataset is made from 7 features, in this case, the features 
can be referred to as the individual sensors that are used to capture the systems infor-
mation. Each column in Table 2.1 is an attribute. All the attributes are numeric, and 
each attribute value corresponds to a specific instance in time to capture the temporal 
dependency of the system.  
─ Dataset Label: The anomalies are injected into the simulated system as a result the 
anomalies can be identified at the instance of a time when propagated. A data la-
bel identifying each propagated anomaly is available and can be used as a special at-
tribute if supervised or semi-supervised models are needed to be developed.  
─ Identifiers: Identifiers are special attributes that are used for locating or providing 
context to individual records. The simulated system captures data points every minute. 
This time Identifiers can be used as lookup keys to join multiple datasets. They bear no 
information that is suitable for building data science models and should, thus, be ex-
cluded from the actual modeling step.   

 
Fig. 3. Sample of sensor data generated using the Simulink Simulation Model  
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Table 2. Sample of dataset generated through Simulink simulation 

Abbreviations Full Name Units Data Point 
Ci Input Concentration mol/Kg 0,95 
Ti Input Temperature °C 349,08 
Tci Cooling Water Input Temperature °C 351,10 
C Output Concentration mol/Kg 0,10 

Tsp Temperature Set Point °C 430,88 
Qc Cooling Water Flow Rate m3/min 148,21 

Tciout Cooling Water Output Temperature °C 350,94 
Time  Time min 0,00 

4 Method 

The research framework used in this study has three key components namely; Model 
Simulation, Model Development, and the Detection System. 

In order to develop the dataset used for the model development the theoretical model 
for the CTSR which is derived from first principles in section 2 is implemented into 
Simulink which will act as the data generating mechanism, meaning the model will be 
used to simulate what the expected sensor measurements will be in the time given a 
known input. The simulated system will produce two datasets. The first dataset the 
simulation will produce will contain sensor data that has no faults, this will represent 
the system when operated smoothly without any anomalies. This data is considered 
master data to build the deep learning model. The master data is partitioned using a 
70% training data and 30% validation data split. K-fold Cross-validation having 5 folds 
is applied to the data during the training phase of the model. 

The second dataset will be a dataset containing the various faults as presented in 
Table 2. These faults are randomly inputted into the system at random times frequency 
and varying amplitudes. The time of how long the fault lasts in the system is tested in 
two scenarios; the first scenario has a time of 5 min indicating a quick fault and the 
second has a time of 20 min indicating a longer fault. The only control of these faults 
is to ensure that they mimic reality. The process that generates the faults also labels the 
propagation of the fault. For the dataset, all normal data are labelled by “0” and anom-
alies by “1”. 

The training data is subjected to data pre-processing before model development by 
normalizing the sensor measurements using the mean and standard deviation of the 
training data. TensorFlow is used to develop the deep learning model. Using the simu-
lated data two deep learning models are developed using TensorFlow. The models are, 
respectively, an Autoencoder and an LSTM Autoencoder. The algorithms use a single 
sequence as input and attempt to recreate its values as output. Following training, the 
models are used to assess various test data situations. 

Time sequences are also created from the test data in accordance with those in the 
training data set. As a time-dependent metric, reconstruction error is calculated over the 
considered test period. In order to detect anomalies, the reconstruction error for each 
test dataset is analyzed over time. Anomaly detection models developed during the 
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training phase are used to analyze the test data, including both normal and abnormal 
instances. The anomaly score acquired for each occurrence for each approach is com-
pared to the relevant anomaly score threshold. The term "anomalous" refers to instances 
for which the anomaly scores are above the relevant threshold. 

 
4.1. Experiments 

There are several different faults considered in this paper, as shown in Table 2. 
Whenever a system variable deviates from a steady state by 10% or 20%, it is 
considered to have light faults[1]. Heavy faults are those that exceed 20%[1]. 
Deviations are allowed of up to 10%. An increase in the variable value is used to create 
a fault in this paper.  

 

Fig. 4. Description of the methodology followed  

Table 3. List of simulation faults 

Category Fault Description Deviation steady state 

Process 
Fault 

1 Feed concentration ramps up 25% 
2 Feed concentration ramps up 20% 
3 Feed concentration ramps up 15% 
4 Feed concentration ramps up 10% 
5 Coolant feed temperature ramps up 25% 
6 Coolant feed temperature ramps up 20% 
7 Coolant feed temperature ramps up 15% 
8 Coolant feed temperature ramps up 10% 

Actuator 
Fault 

9 Set point temperature change 25% 
10 Set point temperature change  20% 
11 Set point temperature change 15% 
12 Set point temperature change 10% 

4.2. Data and Model  

In the original process, there were two manipulated variables and seven measure-
ment variables, while constant variables or quality variables have been omitted from 
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training because they do not provide features. Under normal operation, 30,000 samples 
are collected for model development. For model validation, Table 2 provides explicit 
fault descriptions for all fault cases that are tested. Using a random sampling time gen-
erator, fault signals are inserted into 1200-length fault data sequences.  

Table 3 shows the details of the Autoencoder and LSTM-AE architectures. All im-
plementation was done python.  and TensorFlow was the deep learning library used. 
Hyper-parameter tuning was performed for each the techniques to obtain optimal pa-
rameter values and the best possible anomaly detection models. In the Dense-AE, layers 
are stacked in the encoder and the decoder. Similarly, in the LSTM, layers are stacked 
in the encoder and the decoder. The mean squared error of reconstruction is computed 
after each epoch and training is terminated if the mean squared error did not improve 
for a certain number of epochs (early stopping-patience 5) to prevent overfitting of 
training data. The model architecture used to develop the AE is presented in Tables 4 
and the architecture used for the AE-LSTM is presented in table 5. 

Table 4. Summary of model architecture 
for Autoencoder model 

Model Architecture 
Layer  Output  Param  

Encoder  (None, 5) 425 
Decoder  (None, 7) 427 
Trainable 
params: 852 

Non-trainable 
params 852 

Hyperparameters 
Activation  
Function RELU 

Learning Rate 0.0001 
Optimizer Adam 

Batch 16 
Epoch 50 

 

 

Table 5. Summary of model architecture for 
LSTM 

Model Architecture 
Layer  Output  Param  
Input  (None, 1, 7) 0 

lstm  (None, 1, 
20) 2240 

lstm_1  (None, 10) 1240 
Repeat 
Vector 

(None, 1, 
10) 0 

lstm_2  (None, 1, 
10) 840 

lstm_3  (None, 1, 
20) 2480 

Time 
distributed (None, 1, 7) 147 

Trainable 
params 6947 

Non-traina
ble params 6947 

Hyperparameters 
Activation 
Function RELU 

Learning 
Rate 0.0001 

Optimizer Adam 
Batch 32 
Epoch 100 
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5 Results  

This section presents the analysis of the deep learning anomaly detection system. 
The results using the model architecture for the AE and LSTM-AE are presented along 
with varying fault classes (i.e., Anomalies in the input concentration (Ci), input cooling 
water temperature (Tci), and set point temperature (Tsp)) and for two fault propagation 
times (5 min and 20min). The anomalies were injected at random times and were prop-
agated with varying amplitudes in the system. All results are reported to two decimal 
places, but machine precision has been used in all calculations.  

During the training phase, metrics such as accuracy, precision, recall, F1-scores, 
false positive rates (FPRs) and true positive rates (TPs) are developed for anomaly de-
tection models. In the detection of industrial anomalies, TPs and FPRs are important 
metrics. When it comes to industrial systems that need to be tightly controlled and 
which are commonly subjected to harsh faults, the FN refers to the number of faults 
that aren't detected or aren't reported. False alarms are defined as faults that are detected 
but do not exist (FPR = 1 - Recall). An increase in FPR may force operators to take 
corrective actions when they aren't needed, which may lead to undesirable results and 
a waste of resources. It is therefore also important to ensure that FPR is as low as pos-
sible. Furthermore, it is imperative to achieve high accuracy, precision, recall, and F1-
scores. Table 6 and Table 7 present the validation metrics used to evaluate the perfor-
mance of the models being the precision, recall,F1-score and confusion matrix results 
respectively .   

Using normal data, each model is trained to determine its reconstruction error. To 
calculate the reconstruction error, the mean log square error is calculated between the 
input data and the model reconstructed data. When the model is exposed to data that 
may contain anomalies, it is unable to recreate signals that are outside the norm, causing 
the reconstruction error to increase[12]. Using the distribution of the calculated recon-
struction error in the training set, which only contains normal data without anomalies, 
we can determine a threshold value for identifying anomalies. By ensuring that this 
threshold is set above the "noise level," false positives will be prevented. 

For each of the fault datasets the reconstruction error is used to produce anomaly 
scores thresholds. These thresholds are used to identify the data points in time that the 
anomalies occur and consequently produce the validation metrics and confusion matrix 
on the fault data which are summarized in Table 6 and Table 7. From the results, it is 
evident that the models successfully detected the anomaly across the different severities 
of faults simulated. The reconstruction error plots for all tests are too extensive to be 
presented in this paper and as a result, one visualization is presented in Fig 5 as an 
example for each fault deviation (i.e. 25%,20%,15%, and 10%). 
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Fig. 5. Reconstruction error for Ci fault under different deviation   

As shown in  Fig. 5. There are two faults propagating reconstruction errors in the Ci 
inputs at index 400-500 (Fault 1) and 900-1000 (Fault 2). The faults propagate for a 
time of 20 minutes, but because the system is dynamic and nonlinear, other streams in 
the system experience the fault sometime later as it moves through the system. This 
means that other sensors won’t experience the anomaly at the time it was injected. Ac-
cording to the time series plots of the reconstruction error, it was observed that these 
errors were elevated at anomalous events, which shows the effectiveness of the model 
at detecting anomalies.  

Moreover, as the severity of the faults decreases, the model is unable to detect 
smaller temporal changes in the data, resulting in a reduction of the reconstruction error 
period, which can be seen in  Fig. 5. Anomalies in CSTR systems with deviations of 
less than 10% can be ignored, since they do not cause a material change in the system, 
as noted by Rahman et al [1]. This claim by Rahman et al [1] also further validates the 
poor performance of the models on all faults tested at a deviation of 10%, highlighting 
that the anomalies do not have a material impact on the system hence the model strug-
gles to detect the initiated fault. 

Across all classes of anomalies, the models perform well at detecting signals that 
deviate 25% from the normal operating points but as deviations decrease, the models 
struggle to maintain their accuracy, and performance suffers. Additionally, when faults 
are propagated for a longer time, namely 20 minutes, the models can detect these anom-
alies more accurately than when faults are propagated for a short time (See Figs 8 - 11). 
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Fig. 6. Reconstruction error histogram -25% 
deviation   

Fig. 7. Reconstruction error histogram -
10% deviation   

 

 

Fig. 8. Reconstruction error showing 
ground truth fault -25% deviation   

Fig. 9. Reconstruction error showing 
ground truth fault –10% deviation   

 

 

Fig. 10. Reconstruction error showing de-
tected fault -25% deviation   

Fig. 11. Reconstruction error showing 
detected fault -10% deviation   

 
With regard to precision, recall and F1 score, faults propagated in the Ci input 

streams showed the overall best performance among all fault classes. All fault classes 
showed reconstruction errors crossing their respective thresholds around the periods the 
anomalies were injected into the system. These results indicate that deep learning mod-
els can detect anomalies introduced into the system. It is worth noting, however, that 
the reconstruction errors between normal and faulty instances as well as the number of 
false positives (scores crossing the threshold even for normal instances) vary for vari-
ous fault classes as fault severity decreases. The Autoencoder and LSTM-AE perform 
equally well in detecting faults in terms of precision, recall, and F1-Score However, the 
Autoencoder performed better overall than the LSTM. While both models detected 
anomalies, the LSTM-AE has shown to more likely to generate false alarms across 
different fault classes and fault propagation times (see Fig. 12). 
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Both the LSTM-AE and the regular AE encode the input to a compact value, which can 
then be decoded to reconstruct the original input. Traditionally LSTM-AE has 
demonstrated greater performance over AE since these models are capable of dealing 
with a sequence as input, and regular autoencoders can’t [13]–[16]. One of the primary 
reasons why the LSTM-AE performance was poor was that the overall reconstruction 
error was based on the mean error for each signal. Since the system that is being 
monitored is a non-linear system when certain faults occur for example if the 
temperature suddenly spikes up this can result in the concentration signal dropping 
significantly(spike down) since the reaction is occurring under more server conditions. 
When the reconstruction error for each signal is looked at the temperature may have 
higher than usual compared to the norm whilst the concentration signal may experience 
a significantly lower output than the norm. Consequently when the error occurs the 
signals are averaged which dilutes the overall error resulting in some anomalous events 
being missed. 

 
Fig. 12. Interval plot of False Negative Rate for each model architecture developed 

 
6 Conclusion  

In this paper, we  investigated the use of deep learning techniques  for anomaly 
detection in a non-linear CSTR process. We evaluated the performance of the  V-AE 
and the LSTM-AE for anomaly detection on the data simulated for a CSTR process. 
Both networks were trained and fine-tuned on simulated data. The experimental 
findings reveal that the V-AE and LSTM-AE models worked effectively in determining 
different kinds of anomalies that were propagated over two time periods of 5 and 20 
minutes. However, as the severity of the anomalies dropped, so did the model's 
performance. 

This research emphasizes that, despite their ability to perform effectively, machine 
learning and deep learning-based anomaly detection algorithms still suffer from high 
FNR issues. This makes sense given that industrial systems show a variety of operating 
behavior and encounter both simple and sophisticated abnormalities. The effectiveness 
of anomaly detection also depends on the quantity, the calibre of the training data, the 
seriousness of the abnormalities, and the scope of the system's corrective control 
measures. It should be emphasized that the deep learning models developed, explicitly 
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learn the temporal patterns (i.e., they treat the data points as being unrelated in time) 
and are nonetheless capable of detecting complex cues. It is recommended to validate 
these methods' capacity to identify contextual abnormalities using more complicated 
industrial systems, incorporating numerous operating regimes. 
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Appendix 

Table 6. Summary of evaluation results for each Fault class. 
Model Class Deviation Period Precision Recall F1-score Acc Auc 

AE Ci 25% 5 74% 93% 81% 99% 93% 
AE Ci 20% 5 84% 78% 81% 99% 78% 
AE Ci 15% 5 81% 81% 81% 99% 81% 
AE Ci 10% 5 58% 53% 54% 98% 53% 
AE Ci 25% 20 93% 81% 85% 91% 81% 
AE Ci 20% 20 91% 75% 80% 89% 75% 
AE Ci 15% 20 90% 54% 51% 80% 54% 
AE Ci 10% 20 59% 50% 45% 78% 50% 
AE Tci 25% 5 99% 95% 97% 98% 94% 
AE Tci 20% 5 97% 88% 92% 96% 88% 
AE Tci 15% 5 89% 54% 54% 85% 54% 
AE Tci 10% 5 92% 52% 49% 84% 52% 
AE Tci 25% 20 97% 87% 91% 96% 87% 
AE Tci 20% 20 93% 56% 58% 86% 57% 
AE Tci 15% 20 92% 61% 65% 87% 61% 
AE Tci 10% 20 92% 52% 50% 84% 52% 
AE Tsp 25% 20 91% 84% 87% 99% 84% 
AE Tsp 20% 20 91% 84% 87% 99% 84% 
AE Tsp 15% 20 74% 66% 69% 98% 66% 
AE Tsp 10% 20 49% 50% 50% 98% 50% 

L-AE Ci 25% 5 71% 59% 63% 99% 59% 
L-AE Ci 20% 5 99% 53% 56% 99% 53% 
L-AE Ci 15% 5 68% 74% 71% 98% 74% 
L-AE Ci 10% 5 74% 53% 55% 99% 53% 
L-AE Ci 25% 20 91% 59% 60% 82% 59% 
L-AE Ci 20% 20 91% 64% 67% 84% 63% 
L-AE Ci 15% 20 91% 63% 65% 83% 62% 
L-AE Ci 10% 20 89% 50% 44% 78% 50% 
L-AE Tci 25% 5 88% 53% 51% 84% 53% 
L-AE Tci 20% 5 58% 51% 47% 83% 51% 
L-AE Tci 15% 5 92% 51% 48% 84% 51% 
L-AE Tci 10% 5 70% 51% 47% 83% 50% 
L-AE Tci 25% 20 91% 57% 59% 86% 57% 
L-AE Tci 20% 20 92% 53% 52% 84% 53% 
L-AE Tci 15% 20 90% 55% 55% 85% 55% 
L-AE Tci 10% 20 85% 58% 59% 86% 57% 
L-AE Tsp 25% 20 49% 50% 49% 97% 50% 
L-AE Tsp 20% 20 49% 50% 49% 98% 50% 
L-AE Tsp 15% 20 52% 52% 52% 97% 51% 
L-AE Tsp 10% 20 49% 49% 49% 96% 48% 

Note: 
*In the table above the LSTM-AE is referred to as L-AE. 
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Table 7. Summary of Confusion matrix results for each Fault class  
   TN FP FN TP FNR 

Class Deviation Period AE L-AE AE L-AE AE L-AE AE L-AE AE L-AE 
Ci 25% 5 1170 1181 15 4 2 13 14 3 7% 41% 
Ci 20% 5 1181 1185 4 0 7 15 9 1 22% 47% 
Ci 15% 5 1179 1171 6 14 6 8 10 8 19% 26% 
Ci 10% 5 1180 1184 5 1 15 15 1 1 47% 47% 
Ci 25% 20 928 936 8 0 100 218 165 47 19% 41% 
Ci 20% 20 928 936 8 0 130 193 135 72 25% 36% 
Ci 15% 20 936 935 0 1 246 198 19 67 46% 37% 
Ci 10% 20 933 936 3 0 263 264 2 1 50% 50% 
Tci 25% 5 1001 1000 0 1 21 188 179 12 5% 47% 
Tci 20% 5 1000 993 1 8 48 196 152 4 12% 49% 
Tci 15% 5 1000 1001 1 0 183 195 17 5 46% 49% 
Tci 10% 5 1001 998 0 3 192 196 8 4 48% 49% 
Tci 25% 20 1000 1000 1 1 50 171 150 29 13% 43% 
Tci 20% 20 1001 1001 0 0 174 187 26 13 44% 47% 
Tci 15% 20 1000 1000 1 1 154 180 46 20 39% 45% 
Tci 10% 20 1001 995 0 6 191 168 9 32 48% 42% 
Tsp 25% 20 1176 1170 3 9 7 22 15 0 16% 50% 
Tsp 20% 20 1176 1175 3 4 7 22 15 0 16% 50% 
Tsp 15% 20 1172 1165 7 14 15 21 7 1 34% 48% 
Tsp 10% 20 1179 1151 0 28 22 22 0 0 50% 51% 

Note: 
*In the table above the LSTM-AE is referred to as L-AE. 
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Abstract. Hybrid methods have been shown to outperform pure sta-
tistical and pure deep learning methods at both forecasting tasks and at
quantifying the uncertainty associated with those forecasts (prediction
intervals). One example is Multivariate Exponential Smoothing Long
Short-Term Memory (MES-LSTM), a hybrid between a multivariate sta-
tistical forecasting model and a Recurrent Neural Network variant, Long
Short-Term Memory. It has also been shown that a model that (i) pro-
duces accurate forecasts and (ii) can quantify the associated predictive
uncertainty satisfactorily can be successfully adapted to a model suitable
for anomaly detection tasks. With the increasing ubiquity of multivariate
data and new application domains, there have been numerous anomaly
detection methods proposed in recent years. The proposed methods have
primarily focused on deep learning techniques, which are prone to (i)
large sets of parameters that may be computationally intensive to tune,
(ii) returning too many false positives rendering the techniques imprac-
tical for use, (iii) requiring labelled datasets for training which are often
not prevalent in real life, and (iv) understanding of the root causes of
anomaly occurrences inhibited by the predominantly black-box nature
of deep learning methods. This article presents an extension of MES-
LSTM, an interpretable anomaly detection model that overcomes these
challenges. With a focus on renewable energy generation as an applica-
tion domain, the proposed approach is benchmarked against the state-
of-the-art. The findings are that the MES-LSTM anomaly detector is at
least competitive with the benchmarks at anomaly detection tasks and
less prone to learning from spurious effects than the benchmarks, thus
making it more reliable at root cause discovery and explanation.

Keywords: anomaly detection, explainable artificial intelligence

1 Introduction

The growing abundance of time series data has motivated the increased research
output with regards to time series classification for normal and anomalous data
observations [75].
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Interpretability and explainability are often used interchangeably. The terms
are understood to mean the action of demystifying the predominantly black-
box nature of deep neural networks. Gunning et al. [29] define an interpretable
deep neural network as one that answers questions such as ”Why did it (or
did it not) do that?”; ”When does it succeed (or fail)?”; or ”When can it be
trusted?” There are two broad categories of interpretable deep learning models,
(i) model transparency and (ii) model functionality [18]. The former refers to
understanding what the network model has learned and the reasons behind the
learning. The latter explains inferences produced by the model in what is also
known as post-hoc explanation generation [45].

The Clever Hans effect [41] demonstrates the importance and relevance of
explainable machine learning in general, and explainable deep learning-based
anomaly detection in particular. The Clever Hans effect concept is derived from
a famed horse that was thought to perform accurate arithmetic, when it was in
fact picking up visual cues from the master. It has been shown that anomaly
detectors that model with deep learning are not immune to learning from spu-
rious effects [36]. Learning from spurious effects is particularly dangerous when
explainability is considered, as interested stakeholders may base important de-
cisions on effects that are explained erroneously.

Time series anomaly detection is useful in applications from a variety of in-
dustries [2, 37]. In their analytical study comparing classical and deep learning-
based anomaly detection models, Munir et al. [57] observe that deep learning
outperforms the classical approaches. In another study, Mathonsi and van Zyl
[51] conclude that deep learning is at least competitive to statistical-based mod-
els. However, there is still a relative gap that exists for hybrid approaches in
anomaly detection within the multivariate setting [17]. Furthermore, root cause
discovery and explainability remains an open research problem in the context of
multivariate anomaly detection [33, 64].

This paper focuses on extending MES-LSTM to the task of anomaly detec-
tion. Another goal is to investigate the potential of explainability and inter-
pretability for such a model. These goals are achieved with an application to the
renewable energy domain.

1.1 Literature Review

The literature review is segmented into (i) work that has been presented in the
research community relating to explainable anomaly detection, and (ii) explainer
systems or techniques for interpreting anomaly detection models, explanation
discovery, and root cause analysis.

A video can also be considered time series when the streaming images are
taken as a matrix of pixel values with coordinates and a time dimension. As a
result, some techniques that were traditionally applied to streaming video have
also been adapted and extended to fit time series anomaly detection problems.
As such, techniques from computer vision have not been excluded in the review
of recent advances and the state-of-the-art.
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Explainable Anomaly Detection

Some work has been done in unsupervised machine learning. Nguyen et al. [59]
for instance, consider the problem of anomaly detection in networks data, with
an application to an Internet Service Provider example. The authors show their
approach, using variational autoencoders, is able to effectively detect malicious
attacks on a network. They use the gradients from the autoencoders for model
interpretability.

Rad et al. [64] consider the problem of explainable anomaly detection framed
within a high dimensionality setting. The authors report competitive model per-
formance without significant gains in computational cost.

Carletti et al. [16] offer a technique for interpreting Isolation Forests (IF) [46],
a commonly used model for anomaly detection tasks. They limit their focus to
the scenario of Industry 4.0., with a particular focus on root cause analysis.
Root cause analysis, as an application domain for explainable anomaly detection,
emphasizes the need for robust models that are deployable in realistic industrial
settings [34, 49].

Westerski et al. [83] consider explainable anomaly detection within a frame-
work for procurement fraud identification. To this end, they consider real data
from a government department in Singapore. The authors report their tech-
niques, in real-life deployment, resulted in cost and time reduction of up to 10%
compared to previously applied compliance checks. The small output of such
research and related studies illustrates the need for models that do not suffer
from high computational cost. Great computational expense is one of the biggest
criticisms of deep learning as it hinders real-time deployment in real-world ap-
plications [12].

Liznerski et al. [47] use an explainable convolutional model for one class
image classification, and detail some challenges from spurious effects such as
watermarks. A similar approach is followed by Pang et al. [61]. A distinguishing
factor is that the latter considers both training with no anomalies, and train-
ing with anomalous observations as well. Considering the problem of streaming
images, Wu et al. [84] apply denoising autoencoders to surveillance video. The
authors report competitive results with reduced computational time.

In terms of image classification, Ruff et al. [67] offer a comprehensive review
of other techniques that have been applied in the field, and systematically com-
pare their performance on benchmark examples. Another notable review [62]
looks at deep anomaly detection, and critically analyses the advantages and dis-
advantages of various techniques. Others, such as the works of Chalapathy and
Chawla [19] and Kiran et al. [40], only consider different classes of models ap-
plied to specific application domains. The interested reader is also directed to
a discussion of explainability in health data [80], financial data [27], and object
detection and recognition in image data [56, 70]. For a more general discussion of
concepts related to explainability such as interpretability, and understandability,
there are targeted resources such as Barredo Arrieta et al. [8].

Applications for time series classification or anomaly detection can be dis-
cerned from the plurality of public dataset repositories, such as the UCR [21] or
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the UEA archive [5], for instance. Such applications, with a focus on explainable
anomaly detection, include predictive maintenance at industrial sites [71], or rule
extraction for unsupervised anomaly detection conducted [7].

Some models have been successful at classification and anomaly detection
tasks, but due to their complex hierarchical architectures, incorporating explain-
ability proves difficult. Some of these techniques are discussed here for complete-
ness. One such advancement is an ensemble method, Collective of Transformation-
based Ensembles (COTE) [4], where 35 models are ensembled over different time
series representations based on transformations such as time warping [35] or
shapelets [10], for instance.

COTE was further extended by Lines et al. [44], using Hierarchical Voting
(HIVE-COTE). HIVE-COTE performed well over the UCR and UEA archives [3].
Using a weighted probabilistic ensemble [42], this ensemble approach combines
Shapelet Transform Classifier (STC) [32], Contractable Bag of Symbolic-Fourier
Approximation Symbols (CBOSS) [53], Time Series Forest (TSF) [24] and Ran-
dom Interval Spectral Ensemble (RISE) [44].

Explainability Systems and Methods

When categorized based on scope of the explanation, explainer systems offer
either local or global explanations. Local explanations explain a single prediction
result over the entire model, i.e., it explains the conditional interaction between
dependent and independent variables with respect to the single prediction. As
mentioned by Ribeiro et al. [65], the explanation is required to make sense within
a local setting. In the context of this paper, this means that one explanation
should be valid in some region encompassing immediate neighbors. The imme-
diate neighbors are understood to be anomalous observations occurring around
the same time, and of the same type.

Explainability of anomalies can also be conducted for a (potentially large)
set of anomalies, for example, in the form of rule lists. These are called global
explanations. Finding a truly global explanation, one that applies to multiple
anomalous observations of different types occurring at different times is a dif-
ficult task [33]. As such, global explanations are usually aggregates of different
explanations, or the most representative explanations for the entire model.

Another distinction can be drawn between model-specific and model-agnostic
explainer systems. The former are applicable to certain kinds of model(s) (say
for instance, strictly convolutional or strictly recurrent models, but usually not
applicable to both) while the latter can be applied to multiple models.

Yet another distinction can be drawn between feature attribution, path attri-
bution, and association rule mining techniques. Feature attribution determines
the contribution of each feature towards the model’s prediction for a given input
example. This attribution shows the relationship between a feature and the pre-
diction. As a result, users are able to understand which features their network
relies on.
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Path attribution methods explain the output of the model that is based on
gradients. That means the contribution of each feature is computed by aggre-
gating the gradients from baseline values to the current input along the path.
One such method is Path Integrated Gradients (PIG) [78].

In contrast, association rule mining finds correlations and co-occurrences
between features in a large dataset. They are considered as most interpretable
prediction models with their simple if-then rules. A rule is essentially an if-then
statement with two components: an antecedent and a consequent. The input
feature with a condition is an antecedent and a prediction is its consequent.
The popular techniques to extract the rules from a large dataset are Scalable
Bayesian Rule Lists (SBRL) [85], Gini Regularization (GiniReg) [13] and Rule
Regularization (RuleReg) [14]. Such techniques have been applied successfully
to classifiers in surveillance tasks [81].

Barredo Arrieta et al. [8] discuss transparent models that automatically in-
corporate explainability such as Logistic regression, decision trees, and nearest
neighbour models, as well as post-hoc models, that are explainable with the aid
of an additional technique.

Explainability techniques that have been developed for or are typically used
for image-based models include Deep Learning Important FeaTures (DeepLIFT)
[73], Local Explanation Method using Nonlinear Approximation (LEMNA) [30],
and Gradient-weighted Class Activation Mapping (Grad-CAM) [70]. These ex-
plainer systems usually output heatmaps [41] or saliency visualisations [76] that
rank the feature importance of input images input to the network. An example of
saliency maps is presented by Siddiqui et al. [74], for example, with application
to convolutional layers.

For time series models, techniques often employed are Model Agnostic Su-
pervised Local Explanations (MAPLE) [63], Local Interpretable Model-agnostic
Explanations (LIME) [65], Local rule-based explanations (LORE) [26], Learn-
ing to explain (L2X) [20] and Shapley additive explanations (SHAP) [48]. As a
cautionary note in particular for time series modelling, there is difficulty due to
temporal dependence inherent in the data. As a consequence, surrogate solutions
such as LIME or SHAP neglect the chronological sequence ordering of the model
inputs.

LIME [65] explains model inferences by using a local interpretable sparse
linear model as an approximation. Anchors [66] offers an incremental improve-
ment on LIME by replacing the linear model used as proxy with a logical rule
for explaining inferences. Anchors offers better coverage and explainability of
anomalous neighbors but is not readily applicable to time series data. Other lo-
cal explainer systems that rank feature importance include responsibility scores
(RESP) [9] and axiomatic attribution [78].

1.2 Motivation

It is straightforward to motivate for deep learning as a mechanism for solving
time series classification problems and anomaly detection tasks. One reason is
to leverage the feature learning abilities of deep learning algorithms [58]. Deep
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neural networks have also performed well at other tasks requiring temporal se-
quence modelling (similar to time series) such as natural language processing [6]
and speech recognition [69]. Lastly, deep learning has been shown to scale well
with increased dimensionality [38].

However, there exists some challenges with the deep learning approach. These
include large sets of parameters that may be computationally expensive to tune,
and long inference time that may be impractical in settings that require fast
reliable information as feedback from models [52].

As evidenced from existing scholarly research, there is a great need for ex-
planation discovery and interpretable anomaly detection with real-world appli-
cations such as root cause analysis [34, 46, 49]. There is a need to circumvent the
computational cost and time complexity usually associated with deep learning
that prevents them from being used outside of a laboratory setting and enables
deployment in real-world applications such as in the compliance study conducted
by Westerski et al. [83] or the streaming video study by Wu et al. [84].

In addition, learning from spurious effects can contaminate the root cause
and explanation discovery leading to stakeholders making bad decisions informed
by incorrectly explained model inferences. It is important to minimize the effects
of learning from, say, random noise in time series data or even watermarks in
image data [47].

As a final point, this research may be motivated using another factor from
real world applicability. If an anomaly is identified, it might be time consuming
for a domain expert or human agent to inspect all the components that may
have possibly contributed to the anomalous event in order to identify the root
cause. It may be more useful to the inspector if, for instance, a model is able to
narrow the search space down to a reasonable fraction of components that are
most probable to have contributed to the anomaly.

1.3 Contribution

The novel contribution in this paper can be summarized as follows:

– a statistics and deep learning-based forecast machinery is extended to anomaly
detection tasks;

– this new hybrid anomaly detection model (i) incorporates a dynamic threshold-
setting approach, which learns and adapts the applicable threshold as new
information becomes available, and (ii) functions within a semi-supervised
framework, so no golden labels are required for training nor setting the
thresholds for anomaly detection;

– the presented approach is augmented with explainability and interpretability
thus enabling root cause analysis; and

– how well models avoid learning from spurious effects is assessed using a novel
metric.
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2 Data

2.1 Power Systems Machine Learning

Renewable energy from wind and solar farms can cause disturbances which may
impede grid operational safety. Using sensors such as phasor measurement units,
operators can assess the safety levels and pre-empt any compromise. Stakehold-
ers, human agents, and domain experts are typically concerned with (i) When is
an event happening (detection)? (ii) What type of event is happening? (classi-
fication from disturbances including branch fault, branch tripping, bus fault, bus
tripping, generator tripping, forced oscillation); and (iii) Where is the source of
said event (localization or explainability)?

The Power Systems Machine Learning (PSML) dataset [88] is used. The
repository contains multiple machine learning-related tasks, but this paper only
focuses on the task concerning renewable power generation. The main aims of
the selected task include early detection, accurate classification, and localization
of dynamic disturbance events in decarbonized energy grids.

PSML is a combination of real-world load time series and synthesized active
power time series of renewable generation, combined with real-world weather
data. The renewable generation power is calculated based on the collected weather
data of each load zone. The daily renewable power profile shows seasonal dispar-
ity, strong variation of renewable energy, and a significant load reduction during
the emergence of the unprecedented COVID-19 global pandemic.

The dataset is presented at the millisecond, per-minute, and 5-minute tem-
poral scales where the variables of interest are voltage, current, and power. Only
the millisecond time resolution is focused on, as a finer resolution offers more
data points for training. The dataset was first published on 10 November 2021
and at the time of writing this there have been close to 5,000 downloads, in-
dicating a keen interest in this resource from researchers and practitioners. A
description of the data is given in Table 1.

Table 1: Power Systems Machine Learning Data Description.

Field Description

Time time in millisecond resolution
POWR # TO ## CKT ### active power transferring in branch ### from bus # to bus #
VARS # TO # CKT ### reactive power transferring in branch ### from bus # to #
VOLT ### per-unit voltage magnitude at the bus ###

####.###.#
per-unit voltage magnitude of phase # at bus ###
connecting to bus ####

PSML is chosen over others that are used as much or more widely in the
research community from related research fields, such as, for instance, the Nu-
menta Anomaly Detection Benchmark (NAB) [1] for several reasons. NAB does
not readily offer metadata that can be used as a mechanism for explanation
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discovery. Furthermore, NAB presents some structural weaknesses that make it
impractical for use, such as series with large missingness [49].

2.2 Nordpool Power Demand

Further experimentation is conducted on the Nordpool Power Demand dataset
(NPD) [60], a real world univariate power demand tracking dataset from Sweden
with normal and anomalous power consumption measurements. NPD includes
measurements for the last six years with either hourly, daily, weekly, or monthly
temporal resolution settings. The data contains both contextual and changepoint
anomalies.

2.3 Large-scale Annotated Dataset for Energy Anomaly Detection

The final dataset considered in this research is the Large-scale Annotated Dataset
for Energy Anomaly Detection (LEAD) [28]. The focus of the data is on energy
use at commercial buildings and consists of 1,413 smart electricity meter data
spanning over a year. The authors herald this dataset as the largest so far for
annotated energy anomaly detection in the public domain.

Containing both changepoint and contextual anomalies, LEAD is adapted
from data initially open-sourced at the Kaggle competition the Great Energy
Predictor III, conducted in 2019 [54]. This dataset includes one year of hourly
meter readings from 1,636 non-residential buildings collected from 16 different
sites worldwide. Also, included are contains building meta-data such as square
footage, original building year, and building identifier [55]. LEAD is augment
with weather information. The original dataset contains measurements from four
different energy meter types i.e. electricity, chilled water, steam and hot water,
and LEAD only focuses on electricity. The dimensionality is thus reduced from
1,636 buildings in the original data each with at most four-meter readings, to
1,413 electricity meters.

3 Methodology

Renewable energy resources, such as wind/solar farms, affect the grid in a differ-
ent way compared to conventional fossil fuel generators due to their stochastic
nature. In particular, the uncertain disturbances introduced by renewables may
compromise operational grid safety. This scenario emphasizes the need for sys-
tem operators to accurately identify disturbances in a timeous fashion. They are
then able to perform corrective measures timely so as to ensure the safety of the
grid.

System operators have access to streaming time-stamped measurements,
from monitors such as phasor measurement units. These measurements enable
system operators to answer critical questions including (i) When is an event
happening? (ii) What type of event is happening? and (iii) Where is the source
that caused the event? These are the research questions stated succinctly, and
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they would be phrased analogously for other domains besides renewable energy
regeneration.

Following the methodology of Zheng et al. [87], who first proposed the Power
Systems Machine Learning dataset (PSML) [88] for use within the machine learn-
ing for decarbonized energy grids domain, the problem can be formulated as
follows.

3.1 Problem Statement for Main Experimental Study

The streaming measurements can be denoted by X ∈ RN×K , where N is the
number of available observations and K is the number of measurements or co-
variates.

Event detection aims to answer the first question above, by identifying an
oscillation occurrence when or if it happens. Answering this question involves
using a model H to identify the oscillation occurrence given sequence X, i.e.,
H : X → {0, 1}. Suppose an event occurs at time t∗: an alarm should be raised
when tm ≥ t∗, and as quickly as possible.

Event classification answers the second question above based on streaming
sensor measurements. Given the observations X, the model H must classify
the underlying event type ξ, i.e., H : X → ξ. PSML presents a multi-class
problem as ξ is more than just binary classification (i.e. normal or anomalous),
but it constitutes a subset of disturbances C where C := {branch fault, branch
tripping, bus fault, bus tripping, generator tripping, forced oscillation}. This
problem framing emphasizes the need to keep track of multiple streams of data
with interdependent covariates that are autocorrelated interacting within the
global grid. By observing variables such as voltage from each bus in the system,
the aim is to determine based on thresholds, for example, if and what kind of
event is occurring.

Event localization focuses on locating events from disturbances C, or the root
cause of events (for forced oscillations) by observing measurements. The model
H must map measurements X to the bus(es) z nearest to the events detected or
the root cause of the events, i.e., H : X → z, where z is a subset of buses Z in
the entire system.

3.2 Univariate Studies

In order to test the efficacy of the proposed model against established benchmark
methods, two additional experiments are conducted, and the results reported
herein. The first experimental study uses Nordpool Power Demand (NPD) [60],
and the second uses the Large-scale Annotated Dataset for Energy Anomaly
Detection (LEAD) [28]. Both datasets are annotated. NPD is univariate and
although LEAD is multidimensional. The demand measurements from the more
than 1,400 electricity meters are assumed independent for simplicity and are
treated as separate univariate time series. The performance of the proposed
model and benchmarks are then aggregated and presented.
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In this univariate context, the Problem Statement detailed above can be
relaxed by focusing on only the first of the three problems specified, i.e. Event
detection, modified as follows. The streaming measurements can be denoted by
X ∈ RN×1, where N is the number of available observations and 1 denotes a
single variable of interest. Using a model H, the problem involves identifying the
anomalous occurrences given sequence X, i.e., H : X → {0, 1}. Suppose an event
occurs at time t∗: an alarm should be raised when tm ≥ t∗, while minimizing
m− ∗.

3.3 Algorithms

The following benchmark models are used: InceptionTime [25], multi-channels
deep convolutional neural networks (MC-DCNN) [89], Residual Network (ResNet)
[82], Time series attentional prototype network (TapNet) [86], Minimal random
convolutional kernel transform (MiniRocket) [23], one-Nearest neighbour with
Euclidean distance (1NN) [43], independent dynamic time warping (iDTW) [72],
and dependent dynamic time warping (dDTW) [72]. The architectures of the dif-
ferent benchmark models are briefly described next.

Classical Models

Nearest Neighbour The first of classical model is one-Nearest neighbour with
Euclidean distance (1NN). Nearest neighbour classifiers with a distance function
have been among the most popular techniques for time series classification [43].
In one study, classifiers with dynamic time warping distance perform well as
baselines [3]. In another, Lines and Bagnall [43] shows dynamic time warping is
at least competitive to all the other distance measures considered. Interestingly,
the best performers in the study are reported to be ensembling neural network
classifiers combined with different distance measures.

Dynamic Time Warping Dynamic Time Warping (DTW) can be applied to
time series data composed of varying length, but for simplicity, the follow-
ing description is limited to the case involving series of equal length, such as
presented by Bagnall et al. [3]. The distance between two equal length series
a = (a1, a2, . . . , am) and b = (b1, b2, . . . , bm) is calculated as follows:

1. ψ is a matrix sized m×m where ψi, r = (ai − br)
2

2. A warping path ρ = ((e1, f1), (e2, f2), . . . , (es, fs)) is a contiguous set of
matrix indices from ψ, subject the constraints:
– (e1, f1) = (1, 1)
– (es, fs) = (m,m)
– 0 ≤ ei+1 − ei ≤ 1 ∀ i < m
– 0 ≤ fi+1 − fi ≤ 1 ∀ i < m

3. Let pi = ψei,fi , then the path distance is Dp =
∑m

i=1 pi
4. Multiple warping paths exists, but the aim is to find a path that minimizes

the accumulative distance ρ∗ = minp∈ρ Dp(a, b)
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5. Solving the following relation yields the optimal distance

DTW(i,r) = ψi,r +min


DTW(i−1,r)

DTW(i,r−1)

DTW(i−1,r−1)

, (1)

where the final distance is given by DTW(m,m).

Some improvements may be applied to DTW for increased efficiency, such
as constraining deviations from the diagonal but this falls beyond the scope of
this paper. Shokoohi-Yekta et al. [72] defines strategies for applying DTW to
multivariate setting. These are independent and dependent approaches.

The independent method, iDTW, as the name suggests, has a separate treat-
ment for each dimension. Using a separate distance matrix for each dimension,
iDTW then sums the resulting time warping distances:

iDTWi,r(xa,xb) =
d∑

k=1

DTW(xa,i,k − xb,r,k)
2 (2)

The main idea behind Dependent dynamic time warping (dDTW) is the as-
sumption that the accurate warping is identical for all the dimensions. Given a
single time series, the matrix ψi,r is no longer considered the distance between
two points, but is redefined as the Euclidean vector distance computed on the
vectors that constitute a representation of the full dimensional space. The depen-
dant strategy is more efficient as warping is simultaneous for all the dimensions,
and the distance between steps i and r in terms of time resolution is given by

ψi,r(xu,xv) =
d∑

k=1

(xu,k,xv,k)
2. (3)

There also exists an adaptive strategy [72] for selecting between independent
and dependent dynamic time warping. How the distance is chosen depends on an
instance-by-instance threshold deducible from the training data. Adaptive time
warping falls beyond the scope of the current study.

Deep Learning-based Models

MiniRocket MiniRocket [23] is adapted from Rocket [22] which was ranked
among the best performers on multiple datasets in a recent study [68]. The
authors report MiniRocket is at most 75 times faster that Rocket, with com-
parable accuracy. Rocket combines convolution kernels that are randomly ini-
tialised using a linear classification model, typically ridge or logistic regression.
The method produces feature maps where the maximum value the proportion
of positive values (ppv) are extracted.

Hyperparameter tuning is restricted to the following search spaces. The
length ς ∈ {7, 9, 11}; the kernel weights wi ∼ N (0, 1); the dilation, d, is sampled
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from the exponential distribution; and whether the series is padded is decided
with equal probability.

In contrast, MiniRocket attempts to minimize the randomness characteristic
of Rocket. It achieves this by pre-assigning values to a subset of the hyperpa-
rameters discussed above, or limiting the search space to a smaller grid, yet still
reportedly achieving comparable accuracy. The changes are summarized in Ta-
ble 2 [23], where N is the normal distribution and U is the uniform distribution.

Table 2: Summary of Changes from Rocket to MiniRocket [23].

Hyperparameter Rocket MiniRocket

Length {7, 9, 11} 9
Weights N (0, 1) {−1, 2}
Bias U(−1, 1) from convolution output
Dilation random fixed
Padding random fixed
Features ppv, max ppv
Number of features 20,000 10,000

MC-DCNN Multi-Channel Deep Convolutional Neural Network (MC-DCNN)
[89] is a modification of conventional deep convolutional neural networks. The
convolutions are applied independently per covariate in the multivariate input
space.

Every dimension of the multivariate input data goes through two convolu-
tional stages with eight filters each of length five and configured with ReLU
activation functions. After each convolution there is a max-pooling operation,
followed by a fully connected layer. Softmax is used for the final classification.

ResNet ResNet [82] architecture has three convolutional layers within each of
three residual blocks, followed by a Global Average Pooling (GAP) layer. The
main idea behind ResNet is the use of residual shortcuts connecting consecu-
tive convolutional layers. The key difference when compared with conventional
convolutions from fully convolutional networks for instance, is the addition of
these linear shortcuts. The shortcuts reduce the vanishing gradient effect [31],
by enabling the gradient to flow directly through these connections. In a recent
study [68], ResNet ranked among the best performers on multiple datasets.

InceptionTime InceptionTime incorporates ResNet [82] and Inception mod-
ules [79]. An Inception module takes as input multivariate series of size m×k. By
using a bottleneck layer with length and stride one, it reduces the dimensionality
to m × k′ where k′ < k. InceptionTime assigns random initial weights to five
instances of the artificial neural network and ensembles them for greater stabil-
ity [25]. One out of the five networks replaces the three blocks of the aforemen-
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tioned three classical convolutional layers from ResNet with dual-blocks contain-
ing three Inception components each. However, the new blocks similarly retain
residual connections, and they too lead out to two layers, GAP and softmax.

TapNet The final benchmark model considered combines classical and deep
learning-based traits. Zhang et al. [86] observe how deep learning methods are
good at learning features of low dimension, and classical approaches such as dy-
namic time warping are competitive for applications involving small datasets.
TapNet, combining these traits, has a network architecture composed of three
components: Random Dimension Permutation, Multivariate Time Series Encod-
ing and Attentional Prototype Learning. These modules can further be broken
down into fully connected layers, three sets of convolutional layers that are one
dimension each, a global pooling layer, batch normalisation, and Leaky Rectified
Linear Units (LReLU) [50].

3.4 Anomaly Detection

The benchmark models and their hyperparameters are kept constant from the
original manuscripts that the techniques were initially introduced. Hyperparam-
eters are important because tuning each architecture to a specific task, and using
the best predictor obtained, severely impacts performance. However, there are
instances where tuning may not be the best approach in terms of computing
resources, time constraints, and avoiding development based on task specificity
with models that may not be able to generalize well [68]. Recently, authors of re-
views and studies comparing the performance of the latest cutting-edge methods
and oft-preferred classical architectures on forecasting and classification tasks
have opted not to tune hyperparameters [3, 39, 68]. The same approach is fol-
lowed in this paper for all the benchmark models. Similarly for MES-LSTM,
the model architecture as described by Mathonsi and van Zyl [52] is retained.
This hybrid model is used in conjunction with the methodology presented by
Mathonsi and van Zyl [51]. In particular, Algorithm 1 is employed to adapt the
forecast machinery for anomaly detection.

Algorithm 1 Anomaly Detection

if Ut ≤ yt ≤ Lt then
yt is normal

else
if ISα (yt) ≥ 1.33× ISα (y∗) and yt > 10× std{. . . , yt−3, yt−2, yt−1} then

yt is anomalous {where y∗ is the last anomalous observation}
end if

end if

For PSML, training time series are extracted from the millisecond tran-
sient phasor measurement units’ data. Training samples are randomly selected
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amounting to 439 time series, and the remaining 110 time series are used for
testing (20%). Each sequence has metadata associated with the event type simi-
lar to the classification use-case, i.e. branch fault, branch trip, bus fault, bus trip,
and gen. Each time series has a sequence length of 960 observations, representing
4s in the system recorded at 240Hz. There are 91 dimensions for each time se-
ries, including voltage, current and power measurements across the transmission
system. The experiment is repeated 35 times to mitigate the stochastic nature
of the deep learning models.

3.5 Interpretability

The presented approach uses model-agnostic feature attribution techniques. LIME
[65] is a local explainability technique suitable for local explanations. This method
perturbs the input in the neighbourhood of an instance and examines the output
of the model. LIME, thus, indicates the input features the model considers when
making a prediction. LIME works by using a proxy based on a simple model, in-
trinsically interpretable, such as a linear regression model. The surrogate model
is applied around each prediction between the input variable space and the cor-
responding outcome variables space. Explainability is discerned from the main
anomaly detection model by perturbing the input variables of a multivariate
observation and tracking how the predictions change.

SHAP [48] use Shapley values from cooperative game theory, which indicates
what reward players can expect depending on a coalition function. To extend
this approach to the explainability of artificial intelligence agents, players are
considered as features and reward as the outcome of the model. Although SHAP
also provides global interpretability (behaviour of the entire model), this paper
focuses on its ability to shed light on local interpretability (behaviour of a single
prediction). This local focus enables the use of SHAP in conjunction with LIME
and facilitates comparison. The importance rank of feature i is deduced by taking
all subsets of features except feature i, D \ xi, and computing the effect of
the output predictions after adding feature i back to all the subsets previously
extracted. All the contributions are then combined to compute the marginal
contribution of each feature.

The labelled PSML dataset used in the multivariate study stipulates which
predictor contributed most to an anomaly. Ideally, for the interpretability com-
ponent to be useful for stakeholders, the correct contributor should be identified
and ranked high up in terms of feature importance. To ensure this, a novel metric
is presented, that can be tuned to the appropriate task-specific sensitivity.

Definition 1 (Mean Discovery Score.) Let β indicate the task-specific sen-
sitivity, i.e. ideally, the principal contributing predictor κ should be ranked in
the highest β features in terms of importance. Let the ith out-of-sample obser-
vation that is in fact anomalous be denoted by yi ∈ {a}, where {a} is the set of
all anomalies. Then, by aggregating how many times this ranking occurs at the
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specific sensitivity, the mean discovery score (MDSβ) is given by

MDSβ =
1

card
(
{a}Ai

D

) m∑
t=1

1yi∈{a}∩{R(κi)≤β}, (4)

where 1 is the indicator function, the rank of a variable’s feature importance is

denoted by R, and card
(
{a}Ai

D

)
is how many times an algorithm Ai is able to

detect anomalies in dataset D.

MDSβ is useful for scoring the explainability of accurate anomaly detection
models, and would not be suitable for use if the set of anomalies correctly de-
tected {a} by algorithm Ai is far smaller in comparison to the set of overall
anomalous events.

3.6 Analysis

InceptionTime, MC-DCNN and ResNet are implemented in Tensorflow, Tap-
Net and MiniRocket in Pytorch, and the DTW techniques from scratch. The
code implementations in this study retain the default settings detailed by the
respective authors in their original manuscripts. Some algorithms have modules
embedded that perform hyperparameter tuning. In cases where this is applica-
ble, the hyperparameter optimization modules are kept as is, but no additional
tuning is conducted. Below, the configurations for each algorithm are detailed.

For DTW the full warping window is used. MiniRocket is configured with
a ridge regression classifier and 10,000 kernels. TapNet uses defaults set to 500
trees, 3,000 epochs, a learning rate of 10−4, weight decay of 10−2, stop threshold
of 10−8, number of filters given by 256, 256, and 128 respectively, kernels by 8,
5, and 3 respectively, while dilation is one with no dropout. ResNet has 1,500
epochs, a batch size of 16, learns at a rate of 10−2 which, if no improvement is
observed for 50 epochs, is set to 5−2. ResNet is configured with three residual
blocks composed of three convolutional layers each, where the sizes of the kernels
are 8, 5, and 3 respectively, and 64, 128, and 128 filters respectively per convo-
lutional layer for each block. InceptionTime runs for 1,500 epochs with a batch
size of 64. InceptionTime is configured with dual residual blocks, each composed
of three Inception modules where the sizes of the kernels are 10, 20, and 40
respectively per module, and learns at a rate of 10−2, which, if no improvement
is observed for 50 epochs, is set to 5−2.

3.7 Evaluation

Receiver Operating Characteristic (ROC) curve is a graph-based illustration of a
classifier or anomaly detector that communicates the model’s accuracy. A ROC
curve plots the True Positive Rate (TPR) and the False Positive Rate (FPR)
on the same set of axes. The performance metric used to assess the anomaly
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detectors is the area under the ROC curve (auROC), where values nearest to
one represent a good measure of separability.

Scoring anomaly detectors under an imbalanced class distribution might
make the auROC metric worse than it should be [11]. A better performance
metric to consider in this case is the Precision-Recall (PR) curve. In the anomaly
detection experimentation sections, the area under the PR (auPR) curve is also
reported which ranges from zero to one. A value close to one is preferred.

A Student’s t-test [77] is conducted for testing the statistical significance of
the results, and MDSβ as defined above is employed for scoring the explainability
component.

4 Results and Discussion

This section analyses the results of the performance of the proposed method com-
pared to the state of the art. Both the anomaly detection and the interpretability
tasks are analysed and discussed. The discussion begins with the univariate stud-
ies and concludes with the main, multivariate experimental study.

4.1 Univariate Modelling and Anomaly Detection

Table 3 gives the aggregated results for the area under the ROC (auROC) curve
with regards to the experimental study conducted on NPD. ResNet shows the
highest aggregate accuracy achieved on this detection task, whereas the 1NN
shows the lowest. The noticeable variability for the non-deterministic models
with respect to each independent trial speaks to the matter of reliability. Again
in this variance instance ResNet has the tightest distribution of performance
scores.

Table 3: Area Under Receiver Operating Characteristic Curve for All Models
Over All Trials.

1NN dDTW iDTW InceptionTime MC-DCNN MES-LSTM MiniRocket ResNet TapNet

mean 0,2701 0,3646 0,4100 0,6979 0,6615 0,6236 0,6388 0,7136 0,5595
std 0,0000 0,0000 0,0000 0,1337 0,0455 0,0670 0,0742 0,0473 0,0830

The box and whisker plot in Figure 1 indicates InceptionTime has achieves
the highest median score, whereas TapNet achieves the lowest from all non-
deterministic models. The proposed model has the second to worst median score,
although achieving the third best minimum score.

The deterministic models performed poorly at this task, whereas the other
benchmarks achieved comparative skill and sometimes outperform the proposed
model. In order of increasing detection accuracy, the deterministic models can be
ranked as 1NN, dDTW, and iDTW. One of the best performers is InceptionTime,
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Fig. 1: Area Under the ROC Curve Distribution Boxplot for All Trials.

but the box and whisker plot in Figure 1 shows a big spread of performance
scores. There is even an outlier minimum value that is comparative the the
time-warping methods.

Attention is now turned to the experimental study conducted on LEAD.
Examining the area under the Precision-Recall (auPR) curve in Table 4, MC-
DCNN achieves the best aggregate class separability score. MC-DCNN also has
the lowest variance when compared to the non-deterministic models.

Table 4: Area Under Precision-Recall Curve for All Models Over All Trials.
1NN dDTW iDTW InceptionTime MC-DCNN MES-LSTM MiniRocket ResNet TapNet

mean 0,4935 0,4100 0,5001 0,7186 0,8596 0,8389 0,7353 0,8106 0,5712
std 0,0000 0,0000 0,0000 0,0901 0,0281 0,0590 0,0497 0,0165 0,0591

The box and whisker plot in Figure 2 further shows the maximum median
score is achieved by MC-DCNN, with small variability as evidenced by the tight
band for the classification trials (not accounting for outliers). The proposed
method shows competitive performance skill, with the highest maximum detec-
tion score if disregarding anomalies, and the second highest with anomalies taken
into account.

The proposed model is at the very least competitive, showing small vari-
ability with performance results from multiple independent trials. The model
also shows high maximal scores, and high minimal scores. The main concern
for the two above experiments is that they are univariate in nature. This is of
particular concern here because of the chosen application domain. Electricity
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Fig. 2: Area Under the PR Curve Distribution Boxplot for All Trials.

demand is perhaps better understood with exogenous factors, such as weather
for instance. Nonetheless, following the presented methodology, the results of-
fer enough evidence of anomaly detective skill to warrant further probing the
efficacy of the model proposed model with a deeper exploration. The in-depth
study and analysis is conducted and discussed in the next section.

4.2 Multivariate Anomaly Detection

One shortcoming with the studies detailed in the previous Section, is because
they are univariate in nature, feature attribution is hard to apply. As a conse-
quence, it is hard to add a layer of explainability to the aforementioned analytical
results, an extension that could add value for practitioners and domain experts
who may be interested in why a specific day of the week sees more pronounced
spikes in demand than all the other days, for instance. As such, the experi-
ments conducted in this Section are multivariate, and are thus able to take the
discussion further than anomaly detection but touches on model strength and
reliability due to explainability as well.

Table 5 details the aggregated results for the auROC curve. When observing
the standard deviation, the deterministic models all have no variability in their
results, i.e. 1NN, and the dynamic time warping models. InceptionTime shows
the most variability and this property may be somewhat undesirable within the
context of assisting domain experts. A good anomaly detection model should
have results that are not only accurate but are also consistent over multiple
trials. In this regard of variability, ResNet has the most consistent results from
the non-deterministic models.
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Table 5: Area Under Receiver Operating Characteristic Curve for All Models
Over All Trials.

1NN dDTW iDTW InceptionTime MC-DCNN MES-LSTM MiniRocket ResNet TapNet

mean 0.3301 0.4146 0.4500 0.5822 0.7547 0.7376 0.5675 0.7012 0.4804
std 0.0000 0.0000 0.0000 0.1025 0.0500 0.0736 0.0925 0.0358 0.0812

Table 5 also indicates that MC-DCNN is the best performing anomaly detec-
tion model, followed closely by MES-LSTM, ResNet, InceptionTime and MiniRocket.
TapNet is not much better than the deterministic distance-based models.

The box and whisker plot in Figure 3 indicates MES-LSTM achieves the high-
est performance score on a single trial (highest whisker end-point), although MC-
DCNN has the highest overall mean aggregated over all trials. Inception Time
and MiniRocket have the highest variability in terms of performance results,
whilst ResNet is the most consistent model.
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Fig. 3: Area Under the ROC Curve Distribution Boxplot for All Trials.

Examining the auPR curve in Table 6 reaffirms the above discussion. The
main difference is in the range of performance scores. The range is higher across
all the models as the auPR metric takes into account the class imbalance inherent
in the data.

The box and whisker plot in Figure 4 further shows the maximum auPR is
achieved by InceptionTime, at the cost of the aforementioned variability (which
also adversely impacts the overall performance mean). With regards to highest
overall performance mean, the top five models are, in order from best, MC-
DCNN, MES-LSTM, ResNet, InceptionTime, and MiniRocket.
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Table 6: Area Under Precision-Recall Curve for All Models Over All Trials.
1NN dDTW iDTW InceptionTime MC-DCNN MES-LSTM MiniRocket ResNet TapNet

mean 0.4225 0.4803 0.5500 0.7332 0.8470 0.8421 0.6359 0.8117 0.5604
std 0.0000 0.0000 0.0000 0.1087 0.0328 0.0549 0.0594 0.0170 0.0471
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Fig. 4: Area Under the PR Curve Distribution Boxplot for All Trials.

A Student’s t-test for statistical significance is conducted at the α = 0.01
level of significance, for the performance results in terms of anomaly detection.
The null hypothesis is H0: the benchmark models outperform MES-LSTM. From
Tables 7 and Table 8, the only instance where one is unable to reject the null
hypothesis at the α = 0.01 level of significance is for MC-DCNN.

Table 7: Student’s t-test for Testing Significance of auROC Performance Results
(H0: Benchmark Models Outperform MES-LSTM).

1NN dDTW iDTW InceptionTime MC-DCNN MiniRocket ResNet TapNet

statistic 32.7568 25.9649 23.1195 7.2838 -1.1331 8.5118 2.6362 13.8820
p-value 0.0000 0.0000 0.0000 0.0000 0.8692 0.0000 0.0056 0.0000

4.3 Interpretabilty and Explainability

Since there are 96 covariates in total, a starting point would be to consider what
a domain expert might consider useful inference from a machine learning tool.
In case of power trip, for instance, it would be time consuming to check all
96 possible contributors. However, checking a reasonable subset would be more
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Table 8: Student’s t-test for Testing Significance of auPR Performance Results
(H0: Benchmark Models Outperform MES-LSTM).

1NN dDTW iDTW InceptionTime MC-DCNN MiniRocket ResNet TapNet

statistic 45.2511 39.0184 31.5026 5.2917 -0.4495 15.0871 3.1367 23.0563
p-value 0.0000 0.0000 0.0000 0.0000 0.6726 0.0000 0.0016 0.0000

feasible. Below, β is set to elements in the range {5, 10, 15}, although this range
can be determined by requirements specific to a particular use-case scenario. The
rationale behind the chosen range is, ideally, a good explainer system should rank
the chief contributor in the first five highest ranked features (saving the domain
expert the most amount of time); an explainer with moderate skill would rank
the chief contributor in the five to first ten highest ranked features, while the
worst would rank the chief contributor in the first ten to 15 highest ranked
features and beyond.

Below, only the top four performing models are considered. Anything that
offers less than 50% in accuracy for anomaly detection can be argued to be
no better than random guessing. TapNet, although above 50% in performance
score, does not report anomaly detection performance skill much higher than the
distance-based methods and is also not included in the discussion that follows.

Table 9 shows MES-LSTM has the highest correct attribution at β = 5
features considered, followed by MC-DCNN, InceptionTime and ResNet. At β =
10 and at β = 15 features considered, MES-LSTM and InceptionTime are in the
top two. ResNet peaks at around 80% correct attribution at β = 15 features
considered, while InceptionTime has the highest overall score at 94.61%. Not
one of the models reaches 100%, indicating that there are still some missing key
contributing factors not accounted for even after 15 covariates are explored in
terms of feature importance.

Table 9: Mean Discovery Score for LIME Applied to Top Four Anomaly Detec-
tors.

β InceptionTime MC-DCNN MES-LSTM ResNet

5 0.7113 0.7554 0.7634 0.6419
10 0.9059 0.8222 0.8856 0.7025
15 0.9461 0.8985 0.9346 0.8077

From Table 10 it is deducible that at β = 5 features considered, at most
only 73% explainability is accounted for. The maximum score is achieved by
MES-LSTM at β = 15 features considered.

The discovery scores are illustrated graphically in Figure 5. MES-LSTM has
the highest correct attribution at all levels of features considered for both LIME
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Table 10: Mean Discovery Score for SHAP Applied to Top Four Anomaly De-
tectors.

β InceptionTime MC-DCNN MES-LSTM ResNet

5 0.7311 0.6871 0.7376 0.6437
10 0.8570 0.7380 0.9179 0.7205
15 0.9263 0.8219 0.9481 0.7754

and SHAP, except for LIME at β = 10 and β = 15 (where MES-LSTM is
outperformed by InceptionTime).
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Fig. 5: Mean Discovery Score for Explainer Techniques Applied to Top Four
Anomaly Detectors. (A) LIME. (B) SHAP.

5 Conclusion

There are two main objectives in this paper. One is to build an anomaly detection
machinery that combines statistical and deep learning techniques. The second
is to incorporate interpretability into such a technique. The desired outcomes
related to these objectives are one that the anomaly detection skill is at least
competitive to the state-of-the-art, and two, that the explainability component
has a good level of correct attribution.

The proposed method is outperformed in some instances, for example, MC-
DCNN. MC-DCNN can model the spatial correlations well, which could be
a contributing factor to superior performance. MES-LSTM is outperformed
marginally, and although competitive concerning anomaly detection, the overall
performance is an area for improvement.
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However, when correctly attributing essential features for the anomalies de-
tected by each of the top four performing models, MES-LSTM is the overall
highest achiever. The high discovery scores result from the architecture’s good
modelling of temporal dependence. Accurate attribution is crucial as it ensures
the model is not learning from spurious effects. It also reinforces trust for manual
inspectors of mechanical systems when an anomaly within the system is detected
and possible causes are reported.

The voltage measurements and current measurements are governed by both
time evolution from external oscillation events, as well as spatial dependency
from the inherent network connectivity over the entire grid. The problem framing
is of multivariate spatio-temporal anomaly detection and interpretability. Future
work may involve graph neural networks, which show significant promise in the
tasks underpinned by similar settings, such as in climate modelling [15].

It is possible that through additional engineering of the benchmark algo-
rithms and tuning of their hyperparameters, better overall performance can be
realized. However, the idea was to test the anomaly detectors based on the con-
figuration recommendations suggested by the respective authors in their original
manuscripts. Although not discussed in detail in this current research, the ap-
proach using original configurations allows an additional layer of comparison
between the models related to how well they generalize to new problems.

In this study, a novel metric is proposed for assessing usability of a model
with regards to usefulness of the model’s interpretability to a domain expert.
There are many metrics for tasks such as forecasting and anomaly detection,
but research centered around explainability is lacking in terms of metrics for
ease of comparison among multiple models. Adding more metrics to measure
the level of correct attribution is also an avenue for future research.
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Abstract 

 
Given the prevalence of cancer, it's critical to understand the fundamental differences across 
subtypes in order to deduce the underlying causes of the disease. Cancer classification based on 
multi-omics datasets has enhanced our understanding on the causes and methods for treating 
cancer. Recently, deep learning methods have been used to identify molecular subtypes to address 
the significant discrepancies in results obtained when clustering omics data separately. Consensus 
clustering was used to integrate the labels obtained when executing the deep learning model on 
omics datasets such as RNA, copy number variation (CNV) and methylation. We have used deep 
learning to train a model using a training size of 60% and validation size of 40%, before clustering 
the data using K-means centroids as initial centers. After processing each omics dataset, the results 
were combined together using hypergraph partitioning in order to represent the complex 
relationship that might exist between the different results. Initially, Hmetis a balanced algorithm, 
was chosen; however, it yielded an accuracy of 49.9% because it tries to have the same number of 
elements within each partition. Finally, an imbalanced algorithm was selected based on modularity 
and entropy, and the results obtained were improved to 78.3% which is better than techniques such 
as ConcateEN and EnsembleEN. 
 
Keywords: Cancer, multi-omics, molecular subtyping, hypergraph partitioning, Bipartite Graph, 
Deep learning clustering 

 

1 Introduction 
 

With recent advances in high-throughput sequencing techniques, a significant amount of cancer 
genomics data is now available that can be exploited to advance knowledge discovery. However, 
there is a need for appropriate tools that can mine this data into useful knowledge [1]. The majority 
of recent studies on breast cancer subtypes have focused on molecular subtyping. In the literature, 
several approaches to deep learning have been applied to the analysis of cancer gene expression 
data for knowledge discovery. The DeepTarget and deepMirGene frameworks are based on the 
recurrent neural network (RNN) and long short-term memory (LSTM) models respectively, to 
perform miRNA and target prediction using expression data [2]. It has been shown that deepTarget 
and deepMirGene algorithms can predict miRNA targets with higher accuracy than traditional 
machine learning algorithms. The model proposed by Urda [3] provides the first approximation of 
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how to use a multi-layer feed-forward artificial neural network to analyze RNA-Seq gene 
expression data. Their model outperforms LASSO in analyzing RNA-Seq gene expression profiles 
data. Tan [4] applied analysis using auto encoders of gene expression (ADAGE) on publicly 
available gene expression data in order to identify differences between strains and predict the 
involvement of biological processes based on low-level gene expression differences. With regard 
to cancer, one major challenge is its heterogeneous nature in that it affects each patient differently, 
which makes it difficult to treat patients using a one-fit-all strategy. Modern computational tools 
and platforms can partially address this challenge using machine/deep learning to accurately 
discover patterns.  Emphasis is being placed on applying deep learning for multi-omics data, to 
offer insights on the integration of various omics data to implement decision support systems that 
can categorize cancers based on their molecular features [5]. Given that the quality of clustering 
depends not only on the distribution of data points but also on the learnt representation, deep neural 
networks (DNN) can be a useful tool for translating mappings from a high-dimensional into a 
lower-dimensional feature space [6]. 

Hypergraphs, which are generalizations of graphs, are highly flexible and appropriate for modeling 
and analyzing high-dimensional data. Each omics dataset has the capability to identify diverse 
molecular pathways linked to a trait, and combining available omics data could reveal intricate 
molecular relationships. The early integration strategy for different omics data entails 
concatenating the datasets into a matrix and using a clustering technique designed for single-omics 
data [7]. On the other hand, late integration techniques, cluster each omics dataset separately before 
fusing clusters resulting from individual omics datasets into a single multi-omics clustering [8]. 
To address the challenges raised by the aforementioned techniques, one might use a specific form 
of late integration that can combine numerous clustering findings into a single consensus clustering 
that would take advantage of the complementary information that various omics data convey and 
leverages the strengths of each method while minimizing its flaws. The convergence of the 
clustering outcomes, which consist of taking the associations on which all methods agree; is a 
basic way to construct consensus clustering. On the other hand, the intersection decreases as the 
number of clusters to be fused grows. Omics-data clustering integration requires numerous 
dynamic and interconnected data pieces. Hypergraphs are powerful combinatorial structures that 
are commonly employed to model such data. In a hypergraph, more than two vertices can be 
connected by an edge, thus enabling researchers to model intricate interactions without 
compromising data that may be crucial.   

 

A computational workflow was proposed to identify molecular subtypes using multi-omics cancer 
data. The first stage consists of feature selection using the random forest (RF) algorithm to reduce 
dimensionality in order to speed up the classification process while maintaining accuracy. The 
second stage utilizes a deep learning approach to study cancer patterns from various types of omics 
data individually before clustering. In the third stage consensus clustering is performed, based on 
hypergraph partitioning, where the clusters obtained from the deep leaning stage are converted to 
hyperedges, then partitioned using modularity and entropy metrics. The last stage comprises 
mapping the discovered clusters against known molecular subtypes, using bipartite graphs. 
Application of this workflow to breast cancer will categorise breast cancer into five subtypes: 
luminal A, luminal B, HER2(+), TNBC, and uncertain subtype as reported in Tao [9] and has an 
accuracy of 78%. 

229



2 MATERIALS AND METHODS 
2.1 Data preparation 

 
For conducting this study, we used The Cancer Genome Atlas (TCGA) breast invasive carcinoma 
dataset, obtained from the Pan Cancer study deposited at the CBioPortal, which contains omics 
and clinical data. To accomplish this grouping, the following omics data were selected: mRNA, 
DNA methylation, and CNV. Table 1 explains the three categories of omics data that were used. 

Table 1: TCGA breast cancer datasets 

Omics 
Dataset 

Details   

No of 
samples 

No of 
features 

Summary 
 

RNA 606 13,195 RNA sequencing level 3 data 
 

Methylati
on 

606 14,285 DNA methylation 450k level 
3 data  

CNV 606 15,186 The Affymetrix SNP 6.0 
array data  

 

 

2.2 Multi-Omics Deep Learning Framework 
 
 

 This study used deep learning to study cancer patterns from various types of omics data. Both 
qualitative and quantitative data were used and pre-processed individually, rather than using a 
single technique for processing all data types. The validity of the clusters is dependent on the data 
distribution; hence, DNN have been used to learn better representations of the data. Because the 
data are fed into a deep learning network, it is expected that loss of information will not occur, as 
opposed to combining the data beforehand. The use of deep learning models in the genomics field 
is quite new, and five major limitations have been identified and addressed in this study:  

● Model interpretation: Interpretation of the model is required in order to comprehend the 
rationale and deeply embedded patterns [10].  

● The curse of dimensionality: In genomic datasets, there are typically a lot of features but 
few samples [11].  

● Imbalanced classes: Deep learning (DL) models to be effective; it is necessary to fit a 
reasonable number of samples in the identified classes. The majority of the trial data, 
however, is class-imbalanced and collected from a variety of sources [12]. 
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● Data heterogeneity: The genomics data collected are heterogeneous as it is from different 
subgroups of the population. The covariates between interdependencies is one barrier to 
integrating heterogeneous data [13]. 

● Parameters and hyper-parameter tuning: Tuning a DL model is an important and 
difficult step. The main hyper-parameters to be tuned are the learning rate, batch size, and 
weights [14]. 

 

Figure 1 depicts the main steps of the proposed framework for integration of multiple omics 
datasets using deep learning clustering and hypergraph partitioning to address the challenges listed 
above. In this framework, subtyping is performed using each omics dataset separately, and the 
different cluster labels assigned to the samples are combined using hypergraph partitioning.  

 

 

 
Figure1: Multi-Omics Deep Learning Framework 

 
The different steps are listed below. 

● Data pre-processing: Cancer omics dataset including RNA, methylation, and CNV were pre-
processed to improve the accuracy. The pre-processing steps include dealing with NAs and 
converting the data to a float numeric format (32 or 64 bits). 

● Feature Selection: Because biological data is noisy and clustering algorithm is sensitive to 
the noise, it is acceptable to presume that some genes are informative while others are not. RF 
was used to select informative gene features before starting ML modeling. 

● Deep learning and clustering: Deep learning, which is effective in mining large-scale 
datasets, has been used to cluster unsupervised multi-omics data into distinct classes. 

● Consensus clustering: An imbalance hypergraph partitioning technique was used to find the 
best cluster labels when performing an ensemble of results from different omics data. 

● Molecular subtyping: The cluster labels obtained after consensus clustering were compared 
with PAM50 molecular subtypes using bipartite graphs and a minimum weight matching 
algorithm. 
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2.3 Feature Selection 
 
To achieve maximum classification accuracy, RF was used to identify a subset of characteristics 
with the least redundancy and high relevance to the target class [15].  The random forest algorithm 
is composed of decision trees, each tree is built using random extraction of observations and 
features from the dataset. The trees are de-correlated and less prone to overfitting because not 
every tree observes all the traits or all the observations. The algorithm divides the dataset into two 
buckets at each node, one node of the tree contains observations that are distinct and another node 
observations that are similar to each other. Consequently, the importance of each feature 
determines the quality of the bucket. For each omics category, feature extraction was done 
separately and selected the k-best features as input to the DNN. 
 
 
2.4 Deep Learning 

 
A DNN model was used to subtype breast cancer using genomics data. The deep embedded 
clustering (DEC) approach [16] was used for clustering. It is an evolutionary approach that 
simultaneously learns feature embedding and cluster allocation. The DEC model uses distinct 
datasets to predict the molecular subtypes. It starts with a single data source such as CNV and uses 
it as the input vector for the convolutional layer. An array of numbers refereed as weights, serves 
as a filter that moves across all the positions of the input vector. Thus, the correlation between 
nearby genes can be captured. The process is repeated until all possible positions are covered, at 
which point the resulting vector is known as feature map. The patterns within the input vector were 
represented by these activations.  Hence this convolutional procedure identifies patterns in the 
input data. The rectified linear units (ReLU) layer receives the output from the previous layer. 
ReLU is an activation function that can be used to describe the intricate non-linear connection 
between input and output. To downsample the input feature vector, a max pooling layer is added 
after the ReLU layer. Despite the possibility of information loss due to pooling, this type of loss is 
advantageous because the model will learn less on the training data, which will help avoid the 
problem of overfitting. This layer also aids in the invariance of the model to changes in the 
translation, rotation, and scaling of input data. Consequently, the neural network model's 
generalization over the test data was improved by the pooling layer. The output of the pooling 
layers is then sent to a fully linked layer. However, because our network only requires a small 
number of training samples to train a large number of parameters, we transferred this output to 
another fully connected layer via a ReLU layer and a dropout layer. The regularization method 
used by the dropout layer prevents the model from overfitting. Using softmax function, each value 
of the predictions for a certain class, is then transformed into a vector of probabilities. As 
previously mentioned, mRNA, DNA methylation, and CNV data have been used to categorize 
breast cancer subtypes. These are all N×M matrices with N samples and M features. In deep 
learning it is important to specify the number of clusters, k. The elbow curve method [17] was 
used on the training dataset to obtain an ideal starting value for k, that is, the point after which the 
inertia started decreasing linearly. For optimal clustering, the value of k should range from 4 to 6.  
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2.5 Clustering 
 
The DEC approach [16] was used to cluster each omics dataset. We assumed that we have n tumors 
in space X with m dimensions with feature vectors xi to be classified into k clusters. Rather than 
grouping into the initial set X, a function fθ:X ↦ Z was used to map the data to the latent feature 
space Z, consisting of a set of trainable parameters. Ensuring at the same time that Z should be less 
than m to avoid the curse of dimensionality. A DNN can be used to implement fθ based on its 
ability to learn and approximate theoretical functions [2]. The cluster centers as well as the 
parameter θ were adjusted in each iteration. There are two parts to this algorithm: (1) initialization 
of parameters for the centroids using a stacked autoencoder (SAE) and the k-means algorithm [18], 
and (2) parameter optimization by repeating the following steps: determination of the auxiliary 
target distribution function and parameter updating using Kullback–Leibler divergence 
minimization (KLD). 
 
2.6 Partitioning Algorithm using Modularity and Entropy 
 
The multilevel hypergraph partitioning algorithm comprises three basic components, clustering, 
top-level partitioning, and refinement uncoarsening. The initial hypergraph is coarsened by 
recursively merging nodes in several iterations called levels. A hierarchical structure of smaller 
hypergraphs is created in this manner. An initial partitioning technique efficiently computes a 
high-quality partition of the coarsest hypergraph after a specific termination requirement is 
satisfied. The coarsest partitioned hypergraph is then uncoarsened in reverse order.  

The multilevel partitioning algorithm as shown in Figure 2, focuses on a single node that when 
moved to another partition, will enhance the cut measure; while still adhering to the entropy limit 
in Equation 1. The gain of the move refers to an improvement in cut. Each node is locked when it 
is moved for the rest of the pass, which ends after all vertices have been moved. Node locking, 
which entails forcing all nodes to move even if the motion has a negative gain, is a type of local 
optimum avoidance that aids in the prevention of oscillations. The moves were uncoarsened at the 
end of each pass to obtain a hypergraph with the lowest cut; thus, negative moves were not always 
held until the next pass. These iterations continue until no further improvement was observed from 
one pass to another. 
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Figure 2: Multilevel partitioning Flowchart 

 
Modularity [19] is a clustering quality metric that determines whether the number of within-cluster 
edges exceeds the predicted value. The high-modularity partitions show dense connections within 
hyperedges but sparse connections across nodes in distinct hyperedges. Hence, it is preferable to 
cut as few edges as possible within a cluster when clustering graphs with a high degree of 
modularity within a partition. 

The main problem of clustering is how to define exactly what determines good clustering of data 
and entropy addresses this by measuring the quality of the partition. The most commonly used 
method is Shannon's entropy, which is mathematically expressed by Equation 1. 

  

𝐻(X) = 𝑃(𝑥 ) ∗ log 𝑃(𝑥 )  

 
 
 
Where H is the symbol for entropy, X is a vector of zero-indexed symbols, and P means 
"probability of.” [19].  
 
 
 

(1) 
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2.7 Mapping clusters to known subtypes 
 
When using a clustering approach, the labels assigned to the group identified by the algorithm are 
often meaningless, and should be mapped to known labels. Therefore, a bipartite graph was 
created; which has vertices that can be separated into two distinct and independent sets of vertices, 
U and V, with each edge connecting one vertex from U to one in V.  The graph has two layers, 
one layer consists of nodes representing the PAM50 clusters  and the other layer nodes representing 
the identified clusters. In a bipartite graph, a matching algorithm selects a group of edges such that 
no two edges share an endpoint.  

3 Results 
 
3.1 Hyper-parameter tuning 
When using deep learning, a considerable amount of time is spent in re-training the model to 
improve its accuracy. A number of hyper-parameters can be modified to improve the quality 
metics. Some of the hyper-parameters that have been tested are the learning rate, activation 
functions, batches and epochs, optimization and loss. As a proof of concept, we used the RNA 
dataset with 200 features selected using the random forest technique, which initially provided an 
accuracy of 68%. 
Learning rate: There is often some improvement in accuracy when modifying the learning rate. 
In this study, experiments were carried out with both very large and very small learning rates which 
led to varying accuracies; with an accuracy of approximately 65% when using a learning rate of 
0.01 and increased to 70% (the optimal value) when using 0.001. Thus, a value of 0.001 was used 
as default.  
Activation Functions: Different activation functions were tested, namely sigmoid, tanh and 
rectified linear activation (ReLU). A sigmoid function has the advantage of being continuously 
differentiable over a range of values and has a defined output range. The tanh function is a sigmoid 
function that has been modified or scaled up, and the data must be rescaled to satisfy the bounds 
of the functions. After testing, it was observed that the accuracy for tanh and sigmoid was 52% 
whereas that of the ReLU function was 78.5% as shown in Table 4 which is in accordance with 
the accuracy reported by Nair [20]. 
Batch Size and Epochs: The gradient and the frequency of weight updates are determined by the 
batch size. The complete training data, however, is provided to the network batch by batch during 
the epoch. It was observed that small batch sizes with large epoch sizes worked best. For evaluation 
purposes, batch sizes of 64, 128, and 256 and epochs values 50, 100, 150 and 200 were tested. It 
was found that a batch size of 128 and 100 epochs yielded the best results. 
Optimization and Loss: The most common optimizer is the stochastic gradient descent (SGD), 
which has been tested with different values for the learning rate and momentum. There are a 
number of new optimizers, ADAM being one of them and it is a replacement optimization 
algorithm for SGD. Both were tested and we decided to use ADAM for the pre-trained model and 
SGD for the clustering layer as the accuracy when using only SGD was 69% compared to 78.3% 
when using both. 
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Table 2: Hyper-parameters Tuning 
 

learning 
Rate 

LR =0.01 Lr=0.05 Lr=0.001 Lr=0.002 

Rna1000 73.469 75.761 78.571 76.020 

Epochs 50 100 150 200 

LR=0.001 74.489 78.571 68.875 77.295 

Batch size 64 128 256 512 

Lr=0.001, 
epoch=100 

73.214 78.571 73.979 74.234 

 
3.2 Clustering 

 
The metrics used to compare the different clusters obtained from deep learning were precision, 
recall, F1 score and adjusted Rand index. The algorithms were executed with different omics 
datasets labelled as methylation, RNA and CNV. The number of extracted features was 100, 200, 
300, 400 and the value set for k were 4, 5 and 6. The results are shown in Fig 3. 
 

 
 

Figure 3: Clustering Accuracy for k value from 4 to 6 
 

From the experiments, it was observed that when trying for four and five clusters, the optimal 
number of features was 200 for methylation and RNA but 300 for CNV. But when trying for six 
clusters, the number of features providing better accuracy was 300 for methylation data and 100 
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for RNA and CNV. Therefore, the number of features that worked best for methylation and RNA 
was 200 and for CNV was 300. 
 
3.3 Hypergraph partitioning 
 
Table 3 shows the results obtained when using entropy for ensemble clustering, assuming that the 
optimal value of k for clusters is five. The results outlined in Table 3 were obtained using an Intel 
Core i5 CPU of 1.60GHz having a memory of 16GB RAM. 

 

Table 3: Entropy results 

Target 
number 

of 
clusters 

Executi
on time 

Number 
of 

clusters  

Precision F1 score No of edges 
quality 
metric 

4 1.2s 5 72.7% 64.5 0.77 

5 1.1s 5 78.3% 65.9% 0.84 

6 1.3s 5 64.5% 55.1% 0.65 

 

 
3.4 Multi-Classification Performance 
 
We have chosen some cutting-edge approaches for omics data integration, such as the logistic 
regression model/multinational model with elastic net (EN) regularization [21] and random forest 
(RF) [21] in the concatenation and ensemble frameworks, and multiple kernel learning [9], to 
further assess the performance of DEC on multi-classification. Figure 4 shows the accuracy of 
multi-classification using various techniques that were designated as ConcateEN, ConcateRF, 
EnsembleEN, EnsembleRF and MKL. We can see that DEC fared better in multi-classification 
than other approaches. 

 
Figure 4: Accuracy of multi-classification techniques 
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4 Discussion and conclusion 
 
In this study, we utilized deep embedded clustering (DEC), a method that uses DNN, to cluster 
each omics dataset individually before using consensus clustering to do breast cancer subtypes 
classification. First, we selected features using random forest algorithm. Clustering was performed 
both with the original data and after applying feature selection, the results showed a performance 
improvement when using a chosen set of best features. Deep learning was used to train the model 
using a training size of 60% and validation size of 40%, before clustering the data using K-means 
centroids as initial centers. Feature selection is a good way to discard redundant and unimportant 
gene features while lowering the dimension of the dataset and improving the accuracy of DNN 
models. After analyzing each omics dataset individually through deep learning, the results were 
combined using hypergraph partitioning to represent the complex relationship that might exist 
between different results. Initially, Hmetis [22], which is a balanced algorithm, was chosen but the 
accuracy was 49.9%. Finally an imbalanced algorithm was selected based on modularity and 
entropy, and the results improved to 78.3% which is much better than ConcateEN, ConcateRF, 
EnsembleEN, and EnsembleRF as outlined in section 3.4. The goal of this study was to use deep 
learning to categorize breast cancer subtypes using multi-omics data. The findings obtained from 
the classification are encouraging and suggest that combining multi-omics datasets with the 
proposed model improves the accuracy when compared to single omics data for categorizing breast 
cancer subtypes. At the same time, we also need to discover some biological causes of the 
differences between breast cancer subtypes by analyzing relevant genes and pathways. We believe 
that the proposed approach can be used to analyze multi-omics data for better knowledge 
discovery, and in this case to identify molecular subtypes. 
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Abstract. The type and nature of artificial intelligence's (AI) ethics risks are unlikely to be uniform 

across societies. The literature on AI ethics risks is, however, dominated by a universalistic, Global North 

outlook. This exploratory study aims to add to the discourse by providing a Global South perspective on 

generic, domain-specific AI ethics risks in South Africa. The study identifies universal AI ethics risk 

themes in the Global North literature through a thematic analysis. It then uses an inductive, qualitative 

methodology to empirically identify South African practitioners' views, through semi-structured 

interviews, on universal and local AI ethics risks. The significant of the findings are discussed. Lastly, 

the study proposes a multi-level South African-centric framework to map AI ethics risks. 

 

Keywords: Artificial intelligence, machine learning, ethics, risk, Global South 

 

1. Introduction 

 

The technical side of AI1 and its closely associated sub-disciplines are advancing quickly, while, in 

contrast, the study of the ethical aspects of AI is moving much slower [1]–[5]. In this environment, AI 

has been at the centre of prominent ethical shortcomings, failures, and scandals such as Cambridge 

Analytica and the Correctional Offender Management Profiling for Alternative Sanctions (a.k.a. 

COMPAS) program [6], [7]. Beyond these headline incidents, there are numerous examples in the Global 

North of AI harming individuals, organisations and society by, for instance, exacerbating class, gender, 

and racial bias and infringing on laws and legal rights [2], [8]–[16]. This demonstrates that AI presents a 

litany of ethical risks.2 

 

 While some of the ethical risks raised by AI will be universal, they will almost certainly not be 

experienced uniformly [17]. Dynamics within and among countries – including cultural, political and 

socio-economic differences – are likely to result in, for instance, emerging economies experiencing AI 

 
1 Artificial intelligence is defined as a system, which is designed by humans, that decides on the best actions to achieve a 

given complex goal through data acquisition, interpreting the collected structured or unstructured data, reasoning on the 

knowledge or processing the information derived from the data. A system can be purely software-based or embedded in 

hardware [60]. 

 
2 This paper views 'AI ethics risks' as a subset of 'ethics risks'. Van Vuuren and Rossouw [61] define 'ethics risk' as: "The 

current or potential organisational beliefs, practices, or behaviours (conduct) that either support (upside risk or opportunities) 

or are in contravention (downside or negative risk) of organisation-specific standards for desired behaviour, and/or in 

contravention of legitimate stakeholder rights and expectations. This could negatively impact other key organisational 

processes and undermine the sustainability of the organisation." AI ethics risks is therefore something that can harm 

shareholders and, importantly, also stakeholders, which includes individuals, groups and systems. 

243



   

and its impact differently from the developed world [4], [18]–[22]. A case in point being South Africa. 

Survey data found that South African respondents were significantly more likely (63 percent) to be 

concerned that AI will be used for "unethical behaviour" in comparison to an average of 41 percent for 

12 developed countries [23]. Additionally, part of the South African civil society, government and public 

have expressed concern that AI could reenforce some of the country's relatively unique historic patterns 

of racial, spatial, income and wealth inequality [21], [23]–[25]. A World Bank report, for instance, claims 

that that South Africa is the most unequal society in the world in terms of household income [26]. 

 

 Ethical failures related to AI have resulted in enterprises suffering, inter alia, financial, reputational 

and existential damage [27]–[29]. Despite this, there is little evidence that most organisations – either 

globally or in South Africa – are systematically and structurally dealing with ethical risks of AI. For 

instance, 78 percent of respondents in a global survey of executives said their organisations were "poorly 

equipped to ensure the ethical implications of using new AI systems" [30]. Similarly, another survey of 

company leadership found that less than a quarter have taken any action to address ethics risks despite 

nearly 80 percent of respondents acknowledging its importance [31]. 

 

 South African organisations in both the private and public sectors would want to avoid ethical failures 

and pro-actively manage AI risks. Doing so, however, requires an ontological understanding of AI ethical 

risks. There is little empirical data on how the country's practitioners perceive the domain-specific ethics 

risks of AI [32], [33]. Furthermore, the prevailing literature does not meaningfully consider how the 

Global South sees AI’s ethical risks – focusing overwhelmingly on the Global North [2], [4], [34]–[36]. 

Indeed, there is limited research that explores the disparate effects of AI across regions and countries 

[17], [20], [22], [37]–[39]. 

 

 In this context, this paper sets out to identify what practitioners perceive as AI’s overarching ethical 

risks in South Africa. The starting point to do this is to identify universal AI ethics risks in the dominant 

Global North literature. It builds on previous research that had a more limited scope [5], [40], [41].  The 

relevance thereof is then verified in South Africa and, also, built upon to identify unique country-specific 

macro-level risks. By doing so, it contributes to the nascent area of empirical AI ethics research that 

focuses on practitioners [42]–[46], whereas a lot of the current literature is anecdotal or normative [47]. It 

also aims to answer the call for more research on AI ethics that could be helpful to organisations and 

policymakers [48]. 
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2. A priori Universal AI Ethics Risks 

 

This section identifies high-level AI ethics risk3 themes that are more-or-less universally relevant. The 

literature and empirical research on AI ethics, which is concentrated in the Global North, tends to treat 

the risks, effects and responses to AI in universalistic terms [36]. 

 

 An extensive review4 of the literature and a thematic analysis of the findings, resulted in the 

identification of six themes as it relates to AI’s near-term ethical issues – see Table 1 [49]. In contrast to 

similar studies that focused on the health sector [40], the current findings are aimed at being broadly 

applicable across social domains. The ethical aspects of data management – such as ownership, consent 

and privacy – are not included as it may be exacerbated by AI but is present even without it [50]. These 

are a priori risks helped to guide the collection and analysis of the empirical research. 

 

Table 1. Universal A Priori Ethical Risks of Artificial Intelligence 

Thematic risks Brief description 

i. Accountability 
It is unclear who is accountable for the outputs of AI 

models and systems 

ii. Bias 
Shortcomings of algorithms and/or data entrenches and 

exacerbates bias 

iii. Transparency 
AI systems operate as a "black box" with little ability to 

understand or verify the output 

iv. Autonomy 
Loss of autonomy in human decision-making, deference 

and acceptance of AI systems 

v. Socio-Economic Risks 
AI will result in job losses, entrench and exacerbate 

income and resource inequality 

vi. Maleficence 
Use by illicit actors for nefarious purposes, including 

criminals, terrorists and repressive state machinery 

 

 

 

 

 
3 The specific risks of AI applications will be closely linked to the underlying technology and its particular use case. As 

illustrated by Trocin et al., [40] in the case of digital health. Moreover, the ethics risks associated with AI are not static and 

will change along with the technology's use and adaption in ways that cannot currently be foreseen. This paper, however, 

focuses only on generic, near-term ethics risks of narrow AI. 

 
4  This included searching major academic databases, such as Ebscohost, and using the following search string, adapted from 

Larsson et al., [2]: ‘("artificial intelligence" OR "machine learning" OR "deep learning" OR "autonomous systems" OR 

"pattern recognition" OR "image recognition" OR "natural language processing" OR "robotics" OR "image analytics" OR 

"big data" OR "data mining" OR "computer vision" OR "predictive analytics") AND ("ethic*" OR "moral*" OR "normative" 

OR "legal*" OR "machine bias" OR "algorithmic governance" OR "social norm*" OR "accountability" OR "social bias")’. 
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3. Methodology 

 

The research is exploratory in nature and, concomitantly, the empirical research used an inductive and 

qualitative approach [51]. The unit of analysis (i.e., the level of findings/recommendations) is South 

Africa’s AI industry. The latter is broadly defined as organisations specialising in AI-related products or 

services, together with the individuals who constitute said organisations. The unit of observation (i.e., the 

level of data collection) is on three corresponding levels, which allowed for source triangulation. Firstly, 

individuals involved in an AI-driven organisation (industry participants), secondly, individuals in 

ancillary areas such as academia and research (expert participants), and, lastly, individuals who have 

elements of both the previous categories (hybrid participants). The sixteen study participants, who were 

identified using a combination of purposive and snowball sampling, had the following breakdown: seven 

were industry (44 percent), five expert (31 percent), and four hybrid (25 percent).  

 

 The seven industry participants' organisational affiliation can be broken down as follows: two 

participants are in the business intelligence, risk management space; three of the participants work for 

organisations that consult on machine learning to other companies (in various industries but mostly the 

financial services sector); one participant works at a machine learning-driven personal financial 

management company; and, lastly, one is at a machine learning-driven reputation and marketing 

management firm. All the organisations fall within the small-to-medium enterprise (SMEs) category with 

a permanent/semi-permanent employee population of between 30 and a 100 people. The organisations' 

level of maturity in terms of existence vary: the oldest one was established in 2007 and the newest one is 

just over four years old – the rest were established between ten and five years ago. The industry 

participants primarily present a single organisational view, although all of them have formal or informal 

ties across multiple organisations and spoke knowledgably about trends in the broader industry. The five 

expert participants were primarily academics from highly regarded South African universities. More 

specifically, two of the experts specialise in the fields of data science and mathematics, which is where 

machine learning is often located within universities. The three remaining experts come from a social 

science and humanities background – two are philosophy academics with an established track record on 

AI ethics research while the third is a journalist who has an extensive media publication history related to 

digital governance and technology companies. The diverse background of experts mean that a broader 

range of both technical and social perspectives were gathered and fed into the findings and discussion. 

The four hybrid participants are, by their nature, and eclectic group with commercial, community and 

academic experience on AI. This cohort primarily consists of individuals who consult on AI/machine 

learning to organisations.  Due to the nature of their responsibilities, they are well networked in the sector 

and familiar with AI's use by a variety of organisations in South Africa. They nominally, therefore, have 

a broad view of how A is used within and across organisations and industries in the country. 

 

 Data collection took take place via semi-structured interviews, using a novel research instrument, and 

was part of a broader research undertaking on AI ethics in South Africa. The instrument was reviewed by 

two subject matter experts and qualitative methodology experts, respectively. Additional areas that were 
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explored during the interviews – but fall outside the scope of this paper – include AI ethics risk 

governance, regulation and management. Data collection occurred between January and May 2022 and 

interviews lasted on average 45-60 minutes. All of the interviews were conducted via an online video 

platform, recorded and subsequently transcribed verbatim. 

 

 A hybrid inductive-deductive approach was used to analyse the data in order to identify patterns, trends 

and other notable findings. That is, the analysis was, at least initially, guided by concepts and themes 

identified in the a priori research. However, in line with the inductive-exploratory nature of the study, the 

researcher remained open to new concepts [51]. The researcher extensively and iteratively reviewed the 

data using ATLAS.ti to identify relevant codes and themes. The latter is the subject of the next section 

and includes verbatim quotes from participants to support the findings. 

 

4. Findings 

 

The findings are divided into two major themes: firstly, a posteriori universal risks and, secondly, South 

Africa's idiosyncratic AI risks.  

 

 It is worth highlighting that none of the participants attempted to downplay the scale and scope of 

ethical risks. Indeed, the participants noted the pervasive but often hidden nature of AI ethical risks. 

Artificial intelligence, according to them, almost always presents risks – albeit not always obviously – 

regardless of the place or purpose for which it is used. 

 

 "There's never a point that AI does not present [ethical] risk." – Participant 16 

 

 "Artificial intelligence ethics is everywhere…even when you work with machines, it may seem like the 

ethical implications are much less. It's not like you want to be more fair towards the machine or you want 

to protect the privacy of the machine. It's not like that at all. But I mean, [incorrectly] predicting the 

failure of the machine can also mean loss of life." – Participant 15 

 

4.1 A Posteriori Universal Risks 

 

In terms of the specific risks, there was a high-level of correspondence between the universal risks 

identified among all the participant categories. Table 2 provides a summary of the risks. The most 

prominent theme was bias, followed, in broadly equal proportions, by accountability, autonomy, 

maleficence, and transparency.  
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Table 2. Overview of A Posteriori Universal AI Ethics Risks 

Thematic risks Brief description 

i. Bias Output of models reflect existing social biases 

ii. Accountability No clear line of answerability for AI's output 

iii. Autonomy AI models supplant independent human decision-making 

iv. Maleficence AI can be used for nefarious purposes by actors with malicious intent 

v. Transparency Inner workings of AI models are "black boxes" 

 

Bias The output of AI/machine learning models are prejudiced because the algorithm has built-in bias or 

it is trained on biased data, which reflect existing social biases. In other words, AI is not exempt from 

prevailing prejudices, from either the designers or the data. Rather, AI makes it possible for bias to be 

deployed at a heretofore unprecedented speed and scale. 

 

 "Biased algorithms, whether they're biased on appearances, biased against black women, for example, 

in facial recognition or, more biased on broader demographic views, things like, giving loans, to 

sentencing. There's a lot of obvious potential risks there with bias from algorithms that have been 

implemented with biased training data sets." – Participant 7 

 

 "…I'm talking about structural bias that is present in data and that gets amplified simply because of 

how the learning algorithm learns…So it's just an amplification of existing bias." – Participant 4 

 

 Accountability There are gaps in our legal, regulatory, technical, and moral understanding of 

responsibility and culpability in relation to AI/machine learning models' outputs. This opaqueness in 

relation to a model's output gives rise to an accountability gap. 

 

 "The problem also with this technology is where do you point the legal responsibility? Is it in the end 

user? Is it in the platform provider and Amazon Web Services, for instance, or a Microsoft? Is it then the 

company? Is it in the individual? It's almost like if you have to line all the responsible people against the 

wall for a firing squad, who do you shoot? At this stage either everyone is equally innocent, or equally 

guilty." – Participant 5 

 

 "The main risk associated with AI [is] accountability, mainly because we are not there yet, but we are 

pushing the technology into the world. So…when something goes wrong, as I've seen it so far – for 

example, with like self-driving cars, autopilot mode – when things go wrong, the companies try to blame 

the driver or something… There's no regulations, so it's very hard for people to actually take 

accountability." – Participant 14 
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 Autonomy  Human autonomy over decisions are conspicuously or inconspicuously deferred to AI 

models. The latter may not be accurate, appropriate or executed with the full informed consent of the user 

or other affected stakeholders. 

 

 "There's a lot of thought that getting decisions made by the machine is kind of more useful than a 

human…so there might be decisions made without thinking about the limitations of systems …that data 

might have gaps or be biased. And then the algorithms themselves might be limited in the way that they 

actually represent the problem, so it doesn't matter what data you put inside, it's just that because that 

limitation, there's certain decisions that shouldn't really be taken with that model." – Participant 2 

 

 "For now, the ethics of AI is a bit of a, it's a nice thing to have, but in five or ten years with this 

technology and how it will incredibly impact our humanness. So, will my thoughts still be mine? Well, I 

mean, our thoughts are already influenced by social media feeds and the like, you know, but we're 

moving from a thing we're holding in our hand - a mobile phone, to a thing we wear on our body - a 

smartwatch - to a thing that's in our brain, that can read and influence our thoughts." – Participant 5 

 

 Maleficence  The technology, even in cases where it is developed and deployed for legitimate 

commercial reasons with bona fide intentions, may be abused by third parties such as authoritarian 

regimes and a host of nefarious non-governmental actors. 

 

 "…[once] you unleash that thing [model] and you have almost no control over it after you've released 

it. So, a lot of our time, is spent on figuring out 'hey, will this thing accidentally end up in a drone that's 

targeting people with Twitter data, or something like that?" – Participant 1 

 

 "These kinds of technologies being used for a kind of controlling surveillance or authoritarian type 

modality. I think there's risks there that involve individuals' freedoms and so on." – Participant 7 

 

 Transparency  Artificial intelligence/machine learning models are often opaque 'black boxes' that are 

not transparent or easily explainable, either to the developers, users or other stakeholders affected by it. 

This vail of obscurity challenges values such transparency and fairness, significantly complicates 

informed consent, and can result in unintended consequences. 

 

 "How transparent is the model? So, that you can make sure that people understand what is going on for 

example, we talk about the 'black box'. It shouldn't be just a black box. Machine learning models are not 

easily explainable... It's very difficult actually to get to that level of explainability but we have to be able 

to say, 'So why did you not get the loan? What's the explanation for that?' and that's why the transparency 

and explainability of AI so important." – Participant 15 

 

 "AI is a 'black box' even to the people who created it. Within that perspective you can have impacts on 
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the world that you did not have [any] intention to do." – Participant 1 

 

4.2 South Africa's Idiosyncratic AI Risks 

 

The researcher identified several high-level, thematic ethical risks that are particularly relevant in the 

South African context. In other words, these risks are closely associated with the nature of the technology 

and the consequences of its use in the country due to its particular features and dynamics. As one 

participant mentioned and several others alluded to: South Africa faces broadly the same risks as the rest 

of the world, but some risks are more prominent and relevant in the local environment. 

 

 "I think there's that specific sensitivity [to racial discrimination, biased data], but I sort of have this 

inner resistance in me saying, we're not that much different! We are part of a global community and what 

affects the global community in terms of AI ethics affects us as well. I think it's [AI ethics] widely 

applicable and it's generic. You know, we are all human beings we have a shared common humanity and 

therefore when it affects me, it also affects the person in Norway, you know, even though I'm in Africa." 

– Participant 15  

 

 Table 3 provides an overview of the risks. The most common theme was foreign data & models, which 

was followed by data limitations, and exacerbate inequality. These risks were present across all 

participant categories. While the last two risks (uninformed stakeholders and absence of policy & 

regulation) were predominantly expressed by expert and hybrid participants. 

 

Table 3. Overview of South Africa's Idiosyncratic AI Ethics Risks 

Thematic risk Brief description 

i. Foreign data & models 
Parachuting data and AI models in from elsewhere 

ii. Data limitations 
Limited data which reflects local conditions 

iii. Exacerbate inequality 
Deepen and entrench existing socio-economic 

inequalities 

iv. Uninformed stakeholders 
Public and policymakers have crude understanding of 

AI 

v. Absence of policy & regulation 
No overarching government policy or regulation 

 

Foreign Data & Models  The uncritical and unverified utilisation of data and machine learning models 

from elsewhere, especially the Global North. The models and data are neither appropriate or accurately 

reflect the South African context from either a technical, social or moral perspective. 
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 "South African companies essentially just use products that have been developed for other markets and 

just apply them blindly without fine tuning them for South Africa. [For example] if I build a medical 

system to detect early cancer. But I train it on European and North American data first of all,  but then I 

sell that system to hospitals in Africa. They use it, but the system has been tuned for Caucasians and then 

in the African context it systematically makes medical suggestions that are sub-optimal for African 

people. And so it's actively harming people because it was developed for Caucasians." – Participant 3 

 

 "A lot of our AI is not produced here. A lot of our AI is imported and we've got obviously like the 

private sector, we've got the big ticket players here, but we've also got local actors that are not actually 

curating the services in the AI ecosystems for the country…And that's problematic because the AI that's 

curated and data analysed doesn't give you an accurate reflection. Data is just data. If I put some evidence 

in front of you without context, you can interpret it five different ways." – Participant 16 

 

 Data Limitations  Linked to the above theme, there is a dearth of data, both in quantitative and 

qualitative terms, in the South African context to optimally train machine learning models. This is a 

general problem with machine learning models, but it is particularly evident with local indigenous 

languages and natural language processing.  

 

 "South Africa doesn't have a lot of training data. AI is only as good as the data that goes in. Even in 

established Western countries, we see the data flowing into the system being extremely corrupted. If I 

look at police statistics, for example in South Africa, if we use our police statistic to train our AI; it’s not 

going to represent reality, it's going to represent the way the police sees and has to report on crime." – 

Participant 1 

 

 "Most of the AI energy globally is being put into English and Chinese. So that's where, sitting at a 

natural language processing perspective, where most of the tech houses and big social platforms and so 

on are putting their energy. And so that means local language, like Zulu and Xhosa and stuff - there's no 

one building large training datasets; there's no one working hard on a semantic understanding of Xhosa. 

So that can modernise those languages in the future in terms of it, but it can also lead to,  inaccurate data 

and poor decision making. And I think as we, as a country with a number of fairly obscure languages on 

a global scale, we're more likely to suffer that problem." – Participant 9 

 

 Exacerbate Inequality  The broad adoption of AI may entrench and deepen South Africa's digital 

divide and existing socio-economic inequality, especially along employment, income, wealth and racial 

dimensions. 

 

 "For the vast majority of people…they will never see a computer. They'll never see AI. They will miss 

out on these so-called benefits of society because they're not really part of society. There is a very large 

cross section of South African society that are never going to have a laptop. They are never going to have 251



   

a smartphone. They can't afford data. South Africa has the second highest data charges on the continent. 

How is that inclusive?" – Participant 12 

 

 "If you consider the particular social, financial and economic concerns that South Africa has, there are 

specific ones that we need to worry about here... around 53 percent of South Africans are online in a 

meaningful way. In 2022 that's an incredibly low percentage. So we don't have internet equality, and we 

certainly don't have a history of other types of equalities, social or economic. I would say that apartheid 

as a system, as a legal system, has been removed, but we do have 'Internet apartheid' and 'advanced 

connectivity apartheid' and AI would be part of that…but you are going end up with a situation where 

those who already have economic and fundamental legal rights will be on the outer edge of the wedge for 

AI. " – Participant 13 

 

 Uninformed Stakeholders  The broader South African population along with the majority of 

policymakers have a rudimentary or inaccurate understanding of AI. There is little appreciation of, for 

instance, what it is, how it works, where and when it is appropriate to utilise, its limitations, and how it 

may adversely affect stakeholders. 

 

 "The misunderstanding of what AI is and what it isn't, and I think this is partly because it's, you know, 

at a somewhat early stage. It's a very cerebral abstract concept that I think is overly technical and 

complex for the average person to understand…I advocate very much for the understanding of the person 

on the street to understand what artificial intelligence is, what it isn't and what impact it has on their 

lives." – Participant 10 

 

 "If we think about something that's very emotive, that’s a problem in the country, like public safety. 

And in a way it’s very easy to slap on, 'Hey, we're going to use AI to deal with public safety', because I 

don't think people are necessarily understanding what the AI can do or can't do. They’re just looking it as 

a technological solution to a public safety issue, right? So yeah, so it's 'I will accept' as opposed to 

actually evaluating what's actually being done …" – Participant 2 

 

 Absence of Policy & Regulation  South Africa currently lacks legislation, regulation or official policy 

that dictates or guides the ethical use of AI. The existing legislation, which may be loosely applicable to 

AI, is generic and limited in its relevance. While government policy focuses almost exclusively on 

economic development and not on the appropriate use or ethical issues associated with AI. 

 

 "I think the issue in South Africa is that there is basically no regulation at the moment. I had a big 

debate with this lawyer at a conference, he said, 'We have the Consumer Act and we have the Companies 

Act.' Those are broad acts! We have nothing in South Africa that speaks directly to the specific kind of 

harm that can come from AI systems. That's clearly important!" – Participant 4 
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 "There was a [South African] policy document that I read and there was very little, hardly any in fact, 

any sort of effort was made to look at the accountability, the ethical questions, the implementation of 

legislation around privacy and the regulation of AI. It was just ignored and so for me that was a big red 

flag." – Participant 10 

 

5. Discussion 

 

The research findings suggest that the universal a priori AI ethics risks largely correspond to the outlook 

of the South African AI industry. In other words, there is broadly alignment between the a priori and a 

posteriori universal risk themes. This helps to fill a gap in the literature by providing empirical support to 

show that the a priori risks, which were derived from predominantly Global North literature, also 

resonate in South Africa. The overlap in universal ethics risks suggests that the South African industry 

shares a macro-level understanding of AI ethical risks with the Global North. This is supported by 'bias' 

being both the strongest risk theme in both the a priori and a posteriori results. This shared viewed is not 

unexpected as it is almost certain that the South African industry is influenced by the dominant Global 

North commercial and academic epistemic community on AI ethics. This was demonstrated, for instance, 

by almost all the participants making several references to primarily US-based multinational technology 

and consulting companies. 

 

 Focusing on ethics risks from a South African-level breaks from the literature by considering AI risk 

from a country-perspective – in contrast, most of the literature takes a de facto universal perspective [36]. 

In other words, the findings provide an account of how South Africa's unique dynamics will result in 

universal AI risks manifesting differently in this particular context. The South African-specific risks fills 

a gap in the literature by identifying some of the country's salient idiosyncratic risks. 

 

 Several of the universal-level risks are more technical in nature, which are linked to the features of the 

technology, and can partly be addressed with technical solutions. For instance, 'bias' can be mitigated by 

better models and more comprehensive data sets, and 'transparency & explainability' can be improved by 

models being more lucent. Whereas the majority of the South African risks are more socio-technical in 

nature. That is, 'exacerbate inequality', 'uninformed stakeholders' and 'absence of policy & regulation' 

appear to be manifestations of the country's broader socio-economic macro environment. For instance, 

'absence of policy & regulation' is not an inherent feature of AI but rather a symptom of the country 

being in the periphery of technology development and related policy formulation. Similarly, 'exacerbate 

inequality' is not limited to AI but a societal feature that AI may entrench. This suggests that the 

manifestation of AI risks locally (while being derived from and influenced by universal risks) will play 

out differently from the Global North [4], [17], [21], [52]. Flowing from this, South Africa's business 

leaders and policymakers should closely consider the socio-economic dimensions of the technology. In 

other words, risk management that is focused on technical solutions will be suboptimal and miss the 

salient second-order effects of AI in South Africa. 
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 Given the low levels of awareness among the population as captured in the 'uninformed stakeholders' 

theme, it suggests that there is little pressure on South Africa organisations to demonstrate commitment 

to AI ethics,. Whereas organisations in the Global North have to show some cognisance of AI ethics, due 

to civil society and populations being more attuned to their rights vis-à-vis digital products and services 

[8]. There are, for instance, regular exposes by media and civil society of Global North-based company's 

unethical use of AI and other technology [6], [7], [28], [53]. 

 

 There is little regulation or policy in South Africa, as highlighted in the 'absence of policy & 

regulation'. Whereas there are more official constrains, regulations, and laws in the Global North. For 

instance, the EU's and UK's efforts to regulate AI at a transnational level and more than a dozen 

individual states in the US have passed legislation on AI [54]–[56]. Recently, the White House issued 

non-binding, federal guidance on an AI "Bill of Rights" [57]. In contrast, South Africa has no overt 

regulation on AI and only a limited legal framework (e.g., sections of the Protection of Personal 

Information Act) with direct relevance to AI [32]. Furthermore, the South African government, on the 

one hand, appears more concerned with AI as an economic growth tool and fails to give much 

recognition of its socio-technical nature. On the other hand, the Global North countries have policies and 

strategies that touch on the responsible and ethical use of AI and its consequences [58]. 

 

 In closing, the findings support the assertion that AI ethics is the Global South will be experienced 

differently from that of the Global North [20], [22], [34], [38]. In particular, the nature of South Africa's 

risks seems to reflect its highly unequal society and its position on the periphery of AI development. 

Notwithstanding, other developing countries, which share features with South Africa (e.g., digital divide, 

high inequality & unemployment, low levels of education) may have a similar risk profile. In other 

words, the manifestation of risks may replicate in a similar manner in comparable Global South 

countries. 

 

6. Conclusion & Limitations 

 

The consolidated results can be represented in a framework – see Figure 1. The latter shows how the 

South African-level risks flow from the universal-level risks i.e., how abstract, general themes become 

more granular when applied to a specific context. The framework presents AI ethics risks at a macro-

level but could be expanded downward to the meso and micro-level to account for risks at, for instance, a 

sectoral and organisational level. This would be a complimentary area for future research. 

Notwithstanding, the current framework provides business leaders and policy makers with a snapshot of 

stakeholder-centric AI ethics risks and can feed into governance, management and regulatory discussions 

and policy considerations. 
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Figure 1. Artificial Intelligence Ethics Risk Framework 

 

The study has several limitations, especially associated with the sample. That is, the sample size of 

sixteen is relatively small, which narrows the transferability of the findings. It must be assumed that the 

results represent only a part of the overall AI ethics landscape. Furthermore, the sample is not necessarily 

representative of the diversity of the AI practitioners. It cannot be ruled out that a different composition 

of participants would yield different results. These sampling issues are, however, a common constraint of 

qualitative studies on the broader area of AI ethics [43], [44], [59]. Future studies could use this 

framework as the basis to test the findings among a larger sample and/or take a quantitative approach. 

 

References 

[1] J. Tasioulas, “First Steps Towards an Ethics of Robots and Artificial Intelligence,” Ssrn, pp. 1–21, 2018. 

[2] S. Larsson, M. Anneroth, A. Fellander, L. Fellander-Tsai, F. Heintz, and R. Cedering Angstorm, 

“Sustainable AI: An inventory of the state of knowledge of ethical, social, and legal challenges related 

to artificial intelligence,” Lund, 2019. 

[3] D. Zhang et al., “2021 AI Index Report,” 2021. 

[4] A. Gwagwa, E. Kraemer-Mbula, N. Rizk, I. Rutenberg, and J. De Beer, “Artificial Intelligence (AI) 

Deployments in Africa: Benefits, Challenges and Policy Dimensions,” African J. Inf. Commun., no. 26, 

pp. 1–28, 2020. 

[5] A. L. Hunkenschroer and C. Luetge, Ethics of AI-Enabled Recruiting and Selection: A Review and 

Research Agenda, no. 0123456789. Springer Netherlands, 2022. 

[6] C. Cadwalladr and E. Graham-Harrison, “Revealed: 50 million Facebook profiles harvested for 

Cambridge Analytica in major data breach,” The Guardian, 2018. [Online]. Available: 

https://www.theguardian.com/news/2018/mar/17/cambridge-analytica-facebook-influence-us-election. 

[Accessed: 06-Aug-2019]. 

255



   

[7] J. Angwin, J. Larson, S. Mattu, and L. Kirchner, “Machine Bias,” Pro Publica, 2016. [Online]. 

Available: https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing. 

[Accessed: 06-Aug-2019]. 

[8] M. Whittake et al., “AI Now Report 2018,” 2018. 

[9] A.  Campolo, M.  Sanfilippo, M.  Whittaker, and K.  Crawford, “AI Now 2017  Report,” 2017. 

[10] D. Fagella, “What is Artificial Intelligence? An Informed Definition,” EmerJ, 2018. [Online]. 

Available: https://emerj.com/ai-glossary-terms/what-is-artificial-intelligence-an-informed-definition/. 

[Accessed: 19-Jun-2019]. 

[11] Z. Tufecki, “Machine intelligence makes human morals more important,” TED, 2019. [Online]. 

Available: 

https://www.ted.com/talks/zeynep_tufekci_machine_intelligence_makes_human_morals_more_importa

nt. [Accessed: 24-Aug-2019]. 

[12] G. Burke, M. Mendoa, J. Linderman, and M. Tarm, “How AI-powered tech landed man in jail with 

scant evidence,” Associated Press, 2021. . 

[13] R. Waelen, “The struggle for recognition in the age of facial recognition technology,” AI Ethics, no. 

0123456789, 2022. 

[14] S. Ho and G. Burke, “An algorithm that screens for child neglect raises concerns,” Associated Press, 

Apr-2022. [Online]. Available: https://apnews.com/article/child-welfare-algorithm-investigation-

9497ee937e0053ad4144a86c68241ef1. [Accessed: 04-Jun-2022]. 

[15] C. Q. Choi, “7 Revealing Ways AI Fails,” IEEE Spectrum, Sep-2021. 

[16] Z. Obermeyer, B. Powers, C. Vogeli, and S. Mullainathan, “Dissecting racial bias in an algorithm used 

to manage the health of populations,” Science (80-. )., vol. 366, no. 6464, pp. 447–453, 2019. 

[17] S. T. Segun, “Critically engaging the ethics of AI for a global audience,” Ethics Inf. Technol., vol. 23, 

no. 2, pp. 99–105, 2021. 

[18] S. Maseko, “SA takes a big step with 4IR summit,” Business Day, 2019. [Online]. Available: 

https://www.businesslive.co.za/bd/opinion/2019-07-09-sipho-maseko-sa-takes-a-big-step-with-4ir-

summit/. [Accessed: 10-Jul-2019]. 

[19] H. . Kissinger, E. Schmidt, and D. Huttenlocher, “The Metamorphosis,” The Atlantic, 2019. [Online]. 

Available: https://www.theatlantic.com/magazine/archive/2019/08/henry-kissinger-the-metamorphosis-

ai/592771/. [Accessed: 10-Aug-2019]. 

[20] C. M. Gevaert, M. Carman, B. Rosman, Y. Georgiadou, and R. Soden, “Fairness and accountability of 

AI in disaster risk management: Opportunities and challenges,” Patterns, vol. 2, no. 11, p. 100363, 

2021. 

[21] Ipsos, “Global Opinions and Expectations About Artificial Intelligence,” 2022. 

[22] M. Madianou, “Nonhuman humanitarianism: when ‘AI for good’ can be harmful,” Inf. Commun. Soc., 

vol. 24, no. 6, pp. 850–868, 2021. 

[23] Institute of Business Ethics, “Survey Ethics at Work : 2021 International Survey of Employees,” 2021. 

[24] Department of Communications and Digital Technologies, “Draft National Policy on Data and Cloud,” 

Pretoria, 2021. 

[25] K. Hao and H. Swart, “South Africa’s private surveillance machine is fueling a digital apartheid,” MIT 

256



   

Technology Review, Apr-2022. 

[26] World Bank, “New World Bank Report Assesses Sources of Inequality in Five Countries in Southern 

Africa,” World Bank, 2022. [Online]. Available: https://www.worldbank.org/en/news/press-

release/2022/03/09/new-world-bank-report-assesses-sources-of-inequality-in-five-countries-in-southern-

africa. [Accessed: 16-Aug-2022]. 

[27] B. Cheatham, K. Javanmardian, and H. Samandari, “Confronting the risk of artificial intelligence,” 

McKinsey Quarterly, 2019. [Online]. Available: https://www.mckinsey.com/business-

functions/mckinsey-analytics/our-insights/confronting-the-risks-of-artificial-intelligence. [Accessed: 24-

Aug-2019]. 

[28] D. Lauer, “Facebook’s ethical failures are not accidental; they are part of the business model,” AI 

Ethics, vol. 1, no. 4, pp. 395–403, 2021. 

[29] R. Blackman, “A Practical Guide to Building Ethical AI,” Harv. Bus. Rev., 2020. 

[30] J. Greig, “Report finds startling disinterest in ethical, responsible use of AI among business leaders,” 

ZDNet, 25-May-2021. 

[31] IBM, “Responsibility for AI Ethics Shifts from Tech Silo to Broader Executive Champions, says IBM 

Study,” IBM, 2022. [Online]. Available: https://newsroom.ibm.com/2022-04-14-Responsibility-for-AI-

Ethics-Shifts-from-Tech-Silo-to-Broader-Executive-Champions,-says-IBM-Study. [Accessed: 11-Aug-

2022]. 

[32] A. A. Jogi, “Artificial Intelligence and Healthcare in South Africa: Ethical and Legal Challenges,” 

University of South Africa, 2021. 

[33] S. Mahomed, “Healthcare, artificial intelligence and the Fourth Industrial Revolution: Ethical, social 

and legal considerations,” South African J. Bioeth. Law, vol. 11, no. 2, p. 93, 2018. 

[34] M. Carman and B. Rosman, “Defining what’s ethical in artificial intelligence needs input from 

Africans,” The Conversation, 2021. [Online]. Available: https://theconversation.com/defining-whats-

ethical-in-artificial-intelligence-needs-input-from-africans-171837. [Accessed: 03-Jan-2022]. 

[35] R. Adams, “Designing a Rights-Based Global Index on Responsible AI The Global Index on 

Responsible AI,” 2022. 

[36] R. Dotan, “Global AI Ethics: Examples, Directory, and a Call to Action,” 2022. 

[37] F. A. Raso, H. Hilligoss, V. Krishnamurthy, C. Bavitz, and L. Kim, “Artificial Intelligence & Human 

Rights : Opportunities & Risks,” Boston, 2018. 

[38] M. . Smith and S. Neupane, “Toward a research agenda Artificial intelligence and human development,” 

2018. 

[39] M. Carman and B. Rosman, “Applying a principle of explicability to AI research in Africa: should we 

do it?,” Ethics Inf. Technol., vol. 23, no. 2, pp. 107–117, 2021. 

[40] C. Trocin, P. Mikalef, Z. Papamitsiou, and K. Conboy, “Responsible AI for Digital Health: a Synthesis 

and a Research Agenda,” Inf. Syst. Front., no. May, 2021. 

[41] I. Munoko, H. L. Brown-Liburd, and M. Vasarhelyi, “The Ethical Implications of Using Artificial 

Intelligence in Auditing,” J. Bus. Ethics, 2020. 

[42] E. Moss and J. Metcalf, “Ethics Owners: A New Model of Organizational Responsibility in Data-Driven 

Technology Companies,” 2020. 

257



   

[43] W. Orr and J. L. Davis, “Attributions of ethical responsibility by Artificial Intelligence practitioners,” 

Inf. Commun. Soc., vol. 23, no. 5, pp. 719–735, 2020. 

[44] B. Rakova, J. Yang, H. Cramer, and R. Chowdhury, “Where Responsible AI meets Reality: Practitioner 

Perspectives on Enablers for Shifting Organizational Practices,” Proc. ACM Human-Computer Interact., 

vol. 5, no. CSCW1, pp. 1–23, 2021. 

[45] M. Ryan and B. C. Stahl, “Artificial intelligence ethics guidelines for developers and users: clarifying 

their content and normative implications,” J. Information, Commun. Ethics Soc., vol. 19, no. 1, pp. 61–

86, 2021. 

[46] M. Ryan, E. Christodoulou, J. Antoniou, K. Iordanou, and M. Ryan, “An AI ethics ‘ David and Goliath 

’: value conflicts between large tech companies and their employees,” AI Soc., no. 0123456789, 2022. 

[47] B. C. Stahl, J. Antoniou, M. Ryan, K. Macnish, and T. Jiya, “Organisational responses to the ethical 

issues of artificial intelligence,” AI Soc., vol. 37, no. 1, pp. 23–37, 2022. 

[48] M. Mäntymäki, M. Minkkinen, T. Birkstedt, and M. Viljanen, “Defining organizational AI 

governance,” AI Ethics, no. 0123456789, 2022. 

[49] E. Ormond, “The Ghost in the Machine: The Ethical Risks of AI,” Think., vol. 83, no. 1, pp. 4–11, 2020. 

[50] M. Taddeo and L. Floridi, “How AI Can Be A Force For Good,” Science (80-. )., vol. 361, no. 6404, pp. 

751–752, 2018. 

[51] M. Saunders, P. Lewis, and A. Thornhill, Research Methods for Business Students, 8th ed. Pearson 

Education, 2019. 

[52] S. Sedola, A. J. Pescino, and T. Greene, “Artificial Intelligence for Africa,” 2021. 

[53] M. Murgia, “Smart TVs sending sensitive user data to Netflix and Facebook,” Financial Times, 18-Sep-

2019. 

[54] M. Schaake, “European commission’s Artificial Intelligence Act,” 2021. 

[55] National Conference of State Legislatures, “Legislation Related to Artificial Intelligence,” National 

Conference of State Legislatures, 2022. . 

[56] M. & S. Department of Digital, Culture and D. Collins, “UK sets out proposals for new AI rulebook to 

unleash innovation and boost public trust in the technology,” United Kingdom Goverment, 2022. . 

[57] The Office of Science and Technology Policy, “Blueprint For An AI Bill of Rights,” Washington D.C., 

2022. 

[58] A. Vats and N. Natarajan, “G20. AI National Strategies, Global Ambitions,” 2022. 

[59] J. Morley, L. Floridi, L. Kinsey, and A. Elhalal, “From What to How: An Overview of AI Ethics Tools, 

Methods and Research to Translate Principles into Practices,” 2019. 

[60] EU High-Level Experts, “A Definition of AI: Main Capabilities and Scientif Disciplines,” 2019. 

[61] D. Rossouw and L. van Vuuren, Business Ethics, 6th ed. Cape Town: Oxford University Press, 2018. 

 

258



AI Competencies for Competitive Advantage: A 
Systematic Literature Review 

Jurgens Jacobus de Bruin1 and Aurona Gerber 1,2 

1 University of Pretoria, South Africa 
2 University of Pretoria, South Africa 

Abstract. The intent of this study is to determine the elements that constitute an 
Artificial Intelligence (AI) competency within an organization that wants to es-
tablish competitive advantage in the area. By means of a Systematic Literature 
Review (SLR), competencies were extracted from publications that were rele-
vance to Artificial Intelligence (AI) competency. The SLR reviewed 30 publica-
tions and identified 139 unique competencies. This study views competencies 
from the multi-dimensional/holistic approach, which specifies knowledge, ability 
and behavior attributes, and these attributes were considered during the extraction 
process. As expected, the 139 unique Artificial Intelligence (AI) competencies 
extracted from literature are not new. However, using the multi-dimensional/ho-
listic approach as lens provides a unique perspective to allow companies to un-
derstand how to incorporate an AI competency into their business.  The broad list 
of competencies emphasizes the fact that AI teams require multi-skilled individ-
uals. The study contributes to further understanding of what constitutes an AI 
Artificial Intelligence (AI) competency, ultimately developing an Artificial Intel-
ligence (AI) competency model for an organization Artificial Intelligence (AI) 
team that should contribute to an organization’s competitive advantage. 

Keywords: artificial intelligence, competitive advantage, competency, organi-
zation, systematic literature review, knowledge, ability, behavior 

1 Introduction 

1.1 Artificial Intelligence 

At the Dartmouth Summer Research Project on Artificial Intelligence (DSRPAI) in 
1956, the word Artificial Intelligence originated, and in the 1950s Artificial Intelligence 
was established as an academic discipline [1, 2]. For over half-a-century, AI was purely 
academic in nature and had limited practical applications or interests. Only of late has 
AI gained business interests and applications and this is mostly due to the rise of Big 
Data as well as the improvement of computing power [1].  

For several years, AI has been a subject of great interest and regardless of this, an 
agreed upon single definition has still not been established within the relevant literature. 
This has created a vital problem in the interpretation of AI and its capabilities. AI is 
very broadly and generally referred to in  the relevant literature as the capability of a 
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computer system to “learn” from historical events and perform human-like tasks [3–6]. 
However, in 1983, Nilsson defined AI as “… AI has to be understood as the ability of 
a system to act intelligently and to do so in ever wider regions” [7]. In 2021, Mikalef 
and Gupta [4] selected five definitions for AI in order to come to a more inclusive 
definition of AI and these definitions are listed in Table 1 together with the definition 
based on the five selected definitions. 

Table 1. Definitions of AI within the literature as selected by Mikalef and Gupta [4]. 

Definition Authors 
“A system’s ability to correctly interpret external data, to learn from 
such data, and to use those learnings to achieve specific goals and 
tasks through flexible adaptation” 

Kaplan and Haenlein 
[8] 

“Systems that mimic cognitive functions generally associated with hu-
man attributes such as learning, speech, and problem solving” 

Russel and Norvig 
[9] 

“The increasing capability of machines to perform specific roles and 
tasks currently performed by humans within the workplace and society 
in general” 

Dwivedi et al. [10] 

“The theory and development of computer systems able to perform 
tasks normally requiring human intelligence, such as visual percep-
tion, speech recognition, decision-making, and translation between 
languages” 

Knowles [11] 

“The science and engineering of making intelligent machines” McCarthy [12] 

“Computational agents that act intelligently and perceive their envi-
ronments in order to take actions that maximize chances of success” 

Poole and Mackworth [13] 

“AI is the ability of a system to identify, interpret, make inferences, 
and learn from data to achieve predetermined organizational and soci-
etal goals.” 

Mikalef and Gupta 
[4] 

 
A recapitulation of the definition of AI into four categories was done by Russel and 
Norvig [9] as follows: (1) systems that think like humans, (2) systems that act like hu-
mans, (3) systems that think rationally, and (4) systems that act rationally, and for the 
purpose of this study, this definition of AI is adopted.  

In addition to the challenges experienced by organizations to define AI, AI is also 
associated with a heterogeneous set of tools. This includes, but is not limited to, ma-
chine learning (systems able to detect patterns in data without the need for human in-
terference), deep learning, neural network, natural language processing (the ability of a 
system to understand the spoken/written word) and machine vision (providing a com-
puter system with the ability to analyze images like humans do) [14, 15]. 

Organizations and the economy are increasingly being transformed by AI due to is 
capability to affect trade and management procedures as well as its capability of offer-
ing competitive services and products to customers [15–19]. The adaptation of AI sys-
tems within organizations is gaining momentum with top organizations listing AI as a 
key strategic pillar [3, 20]. Even though AI has proven to have great potential in every 
aspect of business and beyond, like all emergent fields/technologies, AI also faces sev-
eral challenges [4, 21]. The MIT Sloan Management Review entitled “Winning with 
AI”, reports that 7 out of 10 companies claim that AI is not delivering or is showing 
diminutive to no value [22]. It is suggested that a potential reason for this is due to 
implementation and restructuring lag within organizations [23]. In summary, 
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organizations are increasingly realizing the importance of AI, but experience many 
challenges to understand what AI entails and how to integrate AI as a competency 
within their organizational structures. The next section will discuss the concept of a 
competency within an organization. 
 
1.2 Competency 

The first definition of competency is provided by McClelland in 1973 [24] as “a per-
sonal trait or set of habits that leads to more effective or superior job performance”. As 
the years progress, additional definitions have been provided. For example, Klemp [25] 
defined a competency as “an underlying characteristic of a person, which results in 
effective and/or superior performance on the job”. Spencer and Spencer [26] provided 
the definition of competency as “competencies are skills and abilities; things you can 
do; acquired through work experience, life experience, study or training”. Bartram, 
Robertson and Callinan [27] referred to competency as “sets of behaviors that are in-
strumental in the delivery of desired results or outcomes”. Research involving compe-
tency over the years have been conducted in three distinct approaches, these three ap-
proaches were developed independently from each other [28]. The behavioral approach 
places emphases on characteristics that are not limited to cognitive ability. These char-
acteristics are self-awareness, self-regulation and social skills [24, 29]. The behavioural 
approach claims that competency is profoundly behavioral [30]. The second approach 
emphasizes the requirements to successfully accomplishing a task. Competencies are 
limited to skills and knowledge essential to performing a task. This is referred to as the 
functional approach [31, 32]. The third approach to competency portrays competencies 
rather as a collection of different competencies necessary from an individual as well as 
essential organization competencies at an organizational level with the goal of accom-
plishing a desired outcome. Due to the multi-dimensional/holistic nature of this ap-
proach it is referred to as the multi-dimensional/holistic approach to competency [30, 
33]  

Marrelli et al. [34] defines competency as “A competency is a measurable human 
capability that is required for effective performance. A competency may be comprised 
of knowledge, a single skill or ability, a personal characteristic, or a cluster of two or 
more of these attributes.” This definition is in line with the multi-dimensional/holistic 
approach to competency. This definition is shared by Rivera-Ibarra et al [35] which 
defines competency as “Thus, the term competency refers to the set of knowledge, abil-
ities, and behaviors that professionals put in action in a specific context and that allow 
them to excel in the performance of their job functions and to fulfill the quality criteria 
that their job functions demand” Marrelli et. al [34] and Rivera-Ibarra et. al [35] fur-
thermore described knowledge, ability and behavior as follows in Table 2. 

Table 2. Description of knowledge, ability and behavior by authors Marrelli et al. [34]and Ri-
vera-Ibarra et al. [35] 

Competency Attribute Description Authors 

Knowledge 
“is awareness, information, or understanding about 
facts, rules, principles, guidelines, concepts, theories, 
or processes needed to successfully perform a task. 

Marrelli et. al [34] 
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The knowledge may be concrete, specific, and easily 
measurable, or more complex, abstract, and difficult to 
assess. Knowledge is acquired through learning and 
experience.” 

 

“The knowledge (to know how to do) refers to the un-
derstanding of technical information (tool, phenome-
non, methodology, etc.) necessary to adequately per-
form a job function” 

Rivera-Ibarra et. al 
[35] 

Skill 
“A skill is a capacity to perform mental or physical 
tasks with a specified outcome” 

Marrelli et. al [34] 

Ability 

“An ability is a demonstrated cognitive or physical ca-
pability to successfully perform a task with a wide 
range of possible outcomes. An ability is often a con-
stellation of several underlying capacities that enable 
us to learn and perform.” 

Marrelli et. al [34] 

 
“The ability (to be able to do) refers to the cognitive 
factors that represent the capability to effectively apply 
the knowledge on a specific job function” 

Rivera-Ibarra et. al 
[35] 

Behavior 

“The behavior (to want to do) refers to the attitude that 
a professional shows as an affective positive or nega-
tive reaction towards an object (abstract or concrete) 
and that determines the way the professional acts.” 

Rivera-Ibarra et. al 
[35] 

 

An organization/teams’ work performance can be contributed to competencies, as the 
successful accomplishment of a task that involves a complex cluster/combination of 
competencies. In other words, when the correct combination of competencies is in pos-
session, performance benefits are guaranteed by the majority of the definitions put forth 
by different authors. Hence, the theory of performance is the foundation for the concept 
of competency [29]. The notion of competency developed by Hamel/Prahalad [36], 
Sanchez et al [37], Teece et al. [38] and others brings forth an auspicious theory that 
can contribute to maintaining a competitive advantage. This view is particularly influ-
ential in strategic managements [39–41].  

The entire competency argument is deliberated by the competence-based view, 
which has become a theoretical point of view separate from the resource based view 
[41]. The resource-based view argues that, for an organization to be more successful 
than another, it is required that the first organization is in possession of more effec-
tive/efficient resources [42, 43]. The competence-based view, elaborate on this prem-
ises by claiming that an organization can only be more successful, if the organization 
can utilize its resources more effective/efficient. This collaborates the availability and 
usage of competencies [38, 41]. 

Even though AI has proven to have great potential in every aspect of business and 
beyond, like all emergent fields/technologies, the incorporation of AI into business and 
organizations faces several challenges [4, 21]. The MIT Sloan Management Review 
entitled “Winning with AI”, reports that 7 out of 10 companies claim that AI is not 
delivering or is showing diminutive to no value [22]. It is suggested that a potential 
reason for this is due to implementation and restructuring lag within organizations [23], 
and understanding how to implement AI competencies within an organization provides 
the motivation for this study. To able to leverage the yet to be achieved potential of AI, 
organizations will be expected to invest into their AI competency. This study aims to 
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providing organizations a viewpoint from which they will be able to understand how to 
incorporate an AI competency into their business. 

 

2 Methodology: Systematic Literature Review 

In order to determine the competencies related to an AI enterprise team, a systematic 
literature review (SLR) was conducted, a SLR is grounded on scientific literature that 
has already been published [44]. The benefit of a SLR is that it propositions a meticu-
lous view of research results published. This particular SLR was done in the approach 
proposed by Webster and Watson [45]. Webster and Watson [45] recommended a con-
cept-centric view.  The purpose of the SLR is to determine and categorize the compe-
tencies related to AI as described in scientific literature.  

As described in the instructions of Webster and Watson [45] the following keywords 
were used during the search: “Artificial Intelligence" or "AI", "competenc*", "capa-
bilit*", "skill*", "strateg*", "compan*","enterprise", "organization*", "firm".  The fol-
lowing databases were part of the search criteria, “Elsevier", "Springer Nature", 
"IEEE", "Mdpi", "Sage", "Ios Press", "Amer Assoc Artificial Intell", "NATURE 
P,TFOLIO", "Cambridge Univ Press", "Cairo Univ, Fac Computers & Infmation" , 
"Harvard Business School Publishing " , "Infms" , "Sloan Management Review Assoc, 
Mit Sloan School Management", "Tech Science Press", "Mit Press" , "Science & Infor-
mation Sai ,Organization Ltd and EBSCOhost (Business Source Complete; Library & 
Information Science Source; Library, Information Science & Technology Abstracts). 
In order to ensure the competencies are relevant, the search was limited to publication 
between 2015 – 2022. Table 3 encapsulates the search query parameters used within 
the different search engines. 

Table 3. Search queries used for SLR. 

Query Search 
Engine 

Limiters  

Title and abstract keywords: "Artificial Intelli-
gence","AI" , "competenc*","capabilit*","skill*" 
,"strateg*" ,"compan*","enterprise","organization*", 
"firm"  
Source Type: Journals articles 
Subject area: "BUSI","COMP","SOCI","ECON", 
"DECI","MULT"  
Publication Year: 2015 – 2022  
Language: "English"  

Scopus Not Applicable 

Title and abstract keywords: "Artificial Intelli-
gence","AI" , "competenc*","capabilit*","skill*" 
,"strateg*" ,"compan*","enterprise","organization*", 
"firm"  
Source Type: Journals articles (reviews included) 
Subject area: == "MANAGEMENT", 
"BUSINESS","COMPUTER SCIENCE 
INFORMATION SYSTEMS", "COMPUTER SCIENCE 
ARTIFICIAL INTELLIGENCE", "COMPUTER 
SCIENCE INTERDISCIPLINARY 

Web of 
Science 

Not Applicable 
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APPLICATIONS","OPERATIONS RESEARCH 
MANAGEMENT SCIENCE","MATHEMATICS", 
"COMPUTER SCIENCE THEORY METHODS" 
,"EDUCATION EDUCATIONAL RESEARCH" 
,"COMMUNICATION","PSYCHOLOGY 
MULTIDISCIPLINARY","SOCIAL SCIENCES 
INTERDISCIPLINARY","SOCIOLOGY" ,"SOCIAL 
SCIENCES MATHEMATICAL 
METHODS","BEHAVIORAL SCIENCES" 
Publication Year: 2015 – 2022  
Language: "English" 
Publications: Elsevier", "Springer Nature", "IEEE", 
"Mdpi","Sage","Ios Press","Amer Assoc Artificial In-
tell","NATURE PORTFOLIO", "Cambridge Univ 
Press", "Cairo Univ, Fac Computers & Information", 
"Harvard Business School Publishing Corporation", "In-
forms", "Sloan Management Review Assoc, Mit Sloan 
School Management", "Tech Science Press", "Mit 
Press”, "Science & Information Sai Organization Ltd" 

Title and abstract keywords: "Artificial Intelli-
gence","AI" , "competenc*","capabilit*","skill*" 
,"strateg*" ,"compan*","enterprise", "organization*", 
"firm"  
 

Ebsco-
host 

Published Date: 20150101-20221231; 
Publication Type: Academic Journal; 
Document Type: Article;  
Language: English;  
Publication Type: Academic Journal;  
Database - Business Source Complete; 
Library & Information Science Source; 
Library, Information Science & Tech-
nology Abstracts 

 
The results of each respective search query in Table 3 were combined and subjected to 
an initial screening. The initial screening was merely based on the title and abstract of 
each publication within the resulting data set. Publication that qualified the initial 
screening were subjected to a second screening. During the second screening the whole 
article was screened to determine relevance. If during the second screening, a publica-
tion did not address competencies and/or AI, these publications were excluded from 
any further analysis.  

The second screening was followed by the mining of competencies to create a de-
tailed list of competencies, that was analyzed further to eliminate any possible syno-
nyms e.g. “data analysis” and “data analytics” or “domain knowledge” and “domain 
proficiency”. The more descriptive or widespread terms were then selected. At this 
point the list still contained potential duplicates, and by means of a Python script, du-
plicates were removed from the list and a concept matrix, as suggested by Webster and 
Watson [45], was constructed. 

The unique competencies were mapped to competency attributes as described by 
Marrelli et. al. [34] and Rivera-Ibarra et. al [35]. Marrelli et. al. [34]. Rivera-Ibarra et. 
al. [35] described a competency as quantifiable human capability and that a competency 
constitutes of knowledge, a ability and a behaviour or a combination of two or more of 
these attributes. 
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3 Results 

The combined data set based on the search queries listed in Table 3 resulted in a total 
of 493 publications after removing duplications. This was reduced to 350 publications. 
After the initial screening, 40 publications were labelled as inclusive, 28 publications 
were labelled as uncertain, and 282 publications were labelled as excluded. The second 
screening reduced the inclusive set to 30 publications and the excluded to 38 publica-
tions. The process is depicted in Fig. 1 below 

 

Fig. 1. Schematic representation of the SLR process. 

The mining of competencies provided a total of 280 competencies. This was reduced 
to 139 unique competency-concepts as described in Section Error! Reference source 
not found.. Next a description of the competency attributes for the 139 unique compe-
tencies. The competencies attributes as described by Marrelli et. al. [34] are:  

 “Knowledge is awareness, information, or understanding about facts, rules, princi-
ples, guidelines, concepts, theories, or processes needed to successfully perform a 
task.”, 

 “A skill is a capacity to perform mental or physical tasks with a specified outcome” 
and  

 “An ability is a demonstrated cognitive or physical capability to successfully per-
form a task with a wide range of possible outcomes” 
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Rivera-Ibarra et. al. [35] describes knowledge as “to know how to do” which refers 
more to understanding of technical information like tools, methodology, etc. Rivera-
Ibarra et. al. [35] then describes ability as “to be able to do”. This is accomplished by 
the application of knowledge to a specific task. The contrast between these terms can 
be interpreted as knowledge – knows how to but has potentially never performed the 
task to determine if they are able to do so, where ability requires knowledge and has 
proven capable of performing the task, possibly by experience.  

Within the selected publication, authors generally refer to either “having skills” or 
“abilities” or “capabilities”, even when referring to concepts like Machine Learning or 
technologies like TensorFlow. This implies that authors are addressing the attributes of 
ability rather than knowledge alone. This is based on the description of Marrelli et. al. 
[34] and Rivera-Ibarra et. al. [35] for skill and ability mentioned above. 

Table 4 shows the distribution of competency attributes after being mapped to com-
petencies extracted from the selected publications. The distribution of competency at-
tributes favours ability above all.  

Table 4. Competencies attribute occurrences as determined during the mapping of competency 
attributes to the 139 unique competencies. 

Competency Attribute Occurrence 

Knowledge 34 

Ability 84 

Behavior 15 

Undetermined 6 

Total 139 

 
Within the 30 publications, various authors listed data analytics as a required compe-
tency. Within the 30 publications, the requirement for data analytics appears within 15 
publications, making it the highest occurring competency, Table 5 lists the publications 
that contribute to the high occurrence of data analysis as a required competency. Also 
relevant in Table 5 is that most of the publications were published in the last 2 years. 
The second highest occurring competency is communication skills appearing within 11 
publications. Within the publications, authors make it evident that communication will 
be a key competency. Mathematics and/or Statistics is mentioned within 10 publica-
tions, this is followed by domain proficiency appearing in 9 publications. Other signif-
icant mentions are collaboration, adaptability/flexibility data engineering, data visuali-
zation, cloud technologies, data science, Hadoop, machine learning, natural language 
processing, algorithm development/model training, big data, continuous learning, in-
novative, problem-solving skills, soft skills, teamwork.  
 

Table 5. Authors that list data analysis or a similar term as a key competency. 

Authors Title 
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Baškarada and Koronios  
[46] 

Unicorn data scientist: the rarest of breeds 

Esser et al. [47] 
The labour market for the port of the future. A case study for the 
port of Antwerp 

Sjődin et al. [48] 
How AI capabilities enable business model innovation: Scaling AI 
through co-evolutionary processes and feedback loops 

Alekseeva et al. [49] The demand for AI skills in the labor market 

Keding [50] 
Understanding the interplay of artificial intelligence and strategic 
management: four decades of research in review 

Jőhnk et al. [51] 
Ready or Not, AI Comes— An Interview Study of Organizational 
AI Readiness Factors 

Herremans [52] aiSTROM–A Roadmap for Developing a Successful AI StrategyBa 

Bag et al. [53] 
Role of institutional pressures and resources in the adoption of big 
data analytics powered artificial intelligence, sustainable manufac-
turing practices and circular economy capabilities 

Watson et al.[54] Will AI ever sit at the C-suite table? The future of senior leadership 

Cetindamar et al. [55] Explicating AI Literacy of Employees at Digital Workplaces 

Jaiswal et al. [56] 
Rebooting employees: upskilling for artificial intelligence in multi-
national corporations 

Tarafdar et al. [57] Using AI to Enhance Business Operations 

Dubey et al. [58] 
Big Data and Predictive Analytics and Manufacturing Performance: 
Integrating Institutional Theory, Resource-Based View and Big 
Data Culture 

Stephany [59] 
There is Not One But Many AI: A Network Perspective on Regional 
Demand in AI Skills 

 
With the publication data set, the requirement for tertiary education is only referenced 
twice [60] bases the requirements for a tertiary education on job listing, stating that the 
minimum requirement is a bachelor's degree. Herremans [52] emphasizes the require-
ments for PhD level of education, specifically in the field of mathematics or statistics.  

Table 6. Competency attributed to ability – extracted competencies from publications.. 

Competency Attribute Competency Concepts 

Ability 

adaptability/flexibility, ai expertise, ai explainers, ai strategy, ai sus-

tainer, ai trainers, algorithm development/model training, analytical 

thinking, analytics capabilities, apache hive, apache spark, api, aug-

mented reality, cognitive computing, cognitive flexibility, cognitive 

learning theory, cognitive skills, collaboration, communication, com-

plex decision making, computer based modelling, computer vision, 

critical thinking, data analysis, data engineering, data science, data se-

curity, data storytelling, data visualization, data warehouse, deep learn-

ing, design thinking, developers, digitization , discrete event simula-

tion, excel, experimentation, hadoop, hive, ibm watson, image pro-

cessing, inductive reasoning, iot, java, keras, learning algorithms, logi-

cal reasoning, mathematics/statistics, natural language processing, 

nd4j, negotiating, neural networks, nosql, oracle, power bi, predictive 

analytics, probability predictions, problem solving, problem solving 

skills, programming, project management, python, r, real time 
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analytics, reasoning, reinforcement learning, rpa, saas, sas, scala, 

scalability, software development, software engineering, spark, speech 

recognition, spss, sql, tableau, technical skills, tensorflow, text analyt-

ics, text mining, time series analysis, time series forecasting 

 

Table 7. Authors that list competency that contribute to teamwork. 

Authors Title Competency Concepts 

Esser et al. 
[47] 

The labour market for the port of the future. A case 
study for the port of Antwerp 

Teamwork, communication, 
adaptability/flexibility, soft 
skills 

Johnson et al. 
[60] 

Impact of Big Data and Artificial Intelligence on In-
dustry: Developing a Workforce Roadmap for a 
Data Driven Economy 

Teamwork, collaboration, com-
munication 

Kinkel et al. 
[61] 

Prerequisites for the adoption of AI technologies in 
manufacturing - Evidence from a worldwide sample 
of manufacturing companies 

Teamwork, collaboration, com-
munication, soft skills 

Cetindamar et 
al. [55] 

Explicating AI Literacy of Employees at Digital 
Workplaces 

Teamwork, communication, 
adaptability/flexibility, negoti-
ating, emotional intelligence 

Dubey et al. 
[58] 

Big Data and Predictive Analytics and Manufactur-
ing Performance: Integrating Institutional Theory, 
Resource-Based View and Big Data Culture 

Collaboration, knowledge ex-
change 

Verma and 
Singh [62] 

Impact of artificial intelligence-enabled job charac-
teristics and perceived substitution crisis on innova-
tive work behavior of employees from high-tech 
firms 

Collaboration, communication, 
social skills 

Watson et al. 
[54] 

Will AI ever sit at the C-suite table? The future of 
senior leadership 

Collaboration, communication, 
adaptability/flexibility, interper-
sonal relationship skills 

Jaiswal et al. 
[56] 

Rebooting employees: upskilling for artificial intelli-
gence in multinational corporations 

Communication, adaptabil-
ity/flexibility, interpersonal re-
lationship skills 

Bag et al. [53] 

Role of institutional pressures and resources in the 
adoption of big data analytics powered artificial in-
telligence, sustainable manufacturing practices and 
circular economy capabilities 

Communication, soft skills 

von Richthofen 
et al. [63] 

Adopting AI in the Context of Knowledge Work: 
Empirical Insights from German Organizations 

Soft skills 

 
Evaluating the competency attribute of ability Table 6 shows an extensive list of com-
petencies from technologies such as Spark to programming languages like Python as 
well as extensive abilities in ML and AI related concepts. Other significant mentions 
are abilities such as adaptability/flexibility, collaboration and problem solving. 

Apart from the abilities as listed in Table 6, behaviours are also considered an im-
portant AI competency. Table 4 shows 15 occurrences of behavioural competencies 
within the dataset. Rivera-Ibarra et. al. [35] describes behaviour as “to want to do”. This 
can also be referred to as the attitude of a professional and largely determines how an 
individual will act within a given situation. Within the context of behavioural attributes, 
teamwork appeared within 5 publications. Teamwork can be related to other competen-
cies such as social skills, communication, and emotional intelligence, as these are 
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important aspects of successful teamwork. Table 7 lists the relevant publications related 
to competency that contribute to teamwork. 

The results adopted the view of a holistic/multi-dimensional approach to competen-
cies as described by Straka [33], and it is for that reason that competencies have been 
described using the view of knowledge, ability and behaviours. Lastly, the scope of the 
current study does not include a detailed explanation for each, however, future research 
will include a more detailed analysis. 

4 Discussion 

The establishment of an organization’s competitive advantage is addressed by several 
theories. The RBV addresses the principle from the point of view that to be competitive 
an organization is required to be in possession of hard to imitate competencies, the 
competencies-based view takes this notion further by stating it is not adequate for an 
organization to only be in possession of hard to imitate competencies, but organizations 
must effectively and efficiently utilize these competencies. To be able to efficiently 
and/or effectively utilize competencies within an AI team, a clear understanding of the 
competencies is required, and this study is the first step in achieving that goal. 

The 139 unique competencies extracted during this study are not new. Nevertheless, 
in relation to AI and from the perspective of competency-based view and the definition 
of competency as defined by Marrelli et al. [34]  and Rivera-Ibarra et al. [35] Table 2, 
they are new and contribute to the current knowledge pool.  

The broad list of competencies emphasizes the fact that AI teams requires multi-
skilled individuals. This is in alignment with the study done by Hayajneh et al [64] and 
Elayan et. al [65]which concluded that organizations are looking at individuals with π-
shaped skill. A π-shaped individual is defined as a generalist, in other words an indi-
vidual that has sufficient skills, expertise, and communication abilities across two or 
more disciplines. It is argued that organizations that have π-shaped competencies will 
have a competitive advantage above others [64]. This notation of π-shaped is strength-
ened within a list of unique competencies both from a knowledge and ability point of 
view as several disciplines like computer science, statistics, mathematics as well as do-
main expertise is evident within the list. Several publications listed the need for domain 
expertise as a key competency, without the required framework that domain expertise 
provides the interpretation of data into meaningful information, is near impossible. 

The extracted competencies do heavily focus on ability, with abilities contributing 
to 60% of the competencies, this is not surprising as ability and skills can be described 
as “to be able to do”, there exists a probable analogue between the high number of 
abilities (“to be able to do”) and the fact that organizations want to ensure maximum 
value from their AI competency to ensure their competitive advantage. This is again in 
accordance with the competency-based view where it is not only the possession of com-
petencies that ensure competitive advantage but rather how these are utilized efficiently 
and effectively.  

As stated, the highest occurring competency within the attribute ability is data anal-
ysis/analytics. It can be interpreted that data and data pipelines competencies are the 
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basis of AI competencies, as large unstructured data in data lakes are senseless unless 
the data can be properly prepared for AI systems. During interviews done by Baškarada 
and Koronios [46] several interviewees mentioned that “Most of our effort goes on data 
wrangling and cleaning”.  

Considering the extensive requirements for competencies as identified within the 
SLR it is safe to infer that no single individual will be able to possess all the required 
competencies. This would be like a hunt for the unicorn data scientist. The suggested 
list of competencies would suggest it would be more favorable to view an organiza-
tion’s AI competency from a team’s viewpoint. Where each team member’s competen-
cies contribute toward the collective AI competency of the organization, this brings to 
light an additional competency need and that is the ability to work in a team. Table 7 
list publications and authors that explicitly mention teamwork in connection with com-
petencies such as, communication, soft skills, collaboration, and knowledge exchange. 
This study suggests that an AI competency should be approached from an organiza-
tional perspective and part of the core competency strategy. The competency of the 
individual should contribute to the overall AI competency of the organization.  

Behavior is also notably mentioned in the publication set contributing to the multi-
dimensional and/or holistic approach to competency. The addition of behavioral attrib-
utes to competencies is aligned with the theory of organizational citizenship behavior 
(OCB) which is described as the willingness of individuals to go beyond formal respon-
sibilities, this in turn correlates to the “to want to do” view of behavior as a competency 
attribute [35]. It has also been established that the OCB and in extension behavior is a 
vital element of an organization’s performance. 

This study is not without limitations, but it sets the foundation for future research. It 
is suggested that this study also goes toward addressing the suggestion that a potential 
reason for lack of value derived from AI project this is due to implementation and re-
structuring lag within organizations [23]. The authors recognize that more research is 
required to provide a holistic view of an AI competencies, especially research into the 
association between the extracted competencies, thereby contributing to the further un-
derstanding of what constitutes an AI competency and ultimately an AI competency 
model for an organization AI team. 
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Abstract  

Purpose: We aim to address the gap in Information Systems (IS) literature re-

garding the incorporation of ethics into the IS curriculum. This is achieved by 

constructing a framework to assist IS academics in embedding ethical principles 

and practice into the existing graduate-level IS curriculum. 

Methodology/design: A conceptual framework for embedding ethics into the IS 

curriculum was constructed. Ethical considerations related to IS were mapped 

into the framework based on literature. This mapping allowed for a translation of 

ethical concerns into one or more areas of IS and was hypothesised as improving 

students’ understanding of ethics. The framework further provides clarity to IS 

academics on ways to embed ethics in the different modules of the IS curriculum. 

This study next reports on the results of a pre-and post-test experiment conducted 

on two honours cohorts of IS graduates at a single university in South Africa. The 

framework was tested by gauging students’ understanding of ethical considera-

tions before and after the application thereof in graduate-level IS courses. 

Practical implications: Findings show an improvement in student understanding 

of ethics by using the proposed framework, both the framework and the embed-

ding process show fitness for purpose. The framework satisfactorily translates 

ethics into IS teaching and learning, clarifies how ethical principles can be 

mapped to an existing fourth-year graduate understanding of IS, and indicates 

enhancements to the curriculum to improve the understanding of ethics. 

Originality/value: From a comprehensive review of literature, there is a clear 

gap in IS research knowledge regarding how ethical principles should be framed 

and taught in the graduate IS classroom and which parts of the curriculum to 

enhance to fill this gap. 

Keywords: AI Ethics, IS curriculum, ethical principles, ethics framework  

1 Introduction 

In this Information Systems (IS) study, we build a mapping tool – a framework – for 

translating a selection of common ethical considerations related to IS into the graduate-

level IS curriculum. This framework consists of three primary dimensions: (i) the fun-

damental IS classification of computer tasks as input, processing, or output, (ii) a 
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secondary classification of a computer task being technical, organisational, or environ-

mental in nature, and (iii) the classification of a system attribute being functional or 

non-functional. The framework is then tested on two levels: 

• Embedding process: did the framework assist IS academics to translate ethics into 

the existing IS curriculum? 

• Student understanding: did the framework’s underlying mapping of ethical concerns 

into familiar IS concepts improve fourth-year IS students’ understanding and place-

ment of ethical concerns? 

This study builds on prior work in embedding ethics into the IS curriculum and does 

not offer a full literature review on an understanding of ethics or ethical topics related 

to IS. Several such overviews are available [1], [2].  

The study method is described in the next section, after which a brief description is 

provided of the literature on which the three dimensions of the proposed framework 

were constructed in the section titled Framework Dimensions. This is followed by sec-

tions on data collection, data analysis, and results. 

2 Methodology 

First, a conceptual framework for embedding ethics into the IS curriculum was con-

structed from literature, using fundamental dimensions of Information Systems. This 

process is described below in the section on Framework Dimensions.  

Second, ethical considerations related to IS were then mapped onto the framework 

based on literature. This mapping allows for a translation of ethical concerns into one 

or more areas of IS such as IS design, IS architecture and infrastructure, IS governance, 

and Data Management. This mapping process is described below in the section on Map-

ping Ethics into the IS Curriculum. An important underlying assumption to note within 

this section is the hypothesis that an easy-to-understand mapping of ethical considera-

tions into IS would improve IS students’ understanding of ethics by bringing ethics into 

the world of IS students and relating it to IS concepts that they already understand when 

entering postgraduate studies. This section of the paper also presents the embedding 

plan that was followed by the researchers for this research project. 

Third, the study then reports on the data collection strategy and the results from an 

experiment conducted amongst IS graduates at a single university in South Africa. The 

framework and the accompanying embedding process were put to the test by gauging 

IS student understanding of ethical considerations in IS design before and after the 

framework was used to embed ethics into various graduate-level IS courses and teach-

ing and learning exposure to the conceptual framework described above was provided 

to students.  
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3  Framework Dimensions 

The primary design principle underlying the construction of the proposed framework 

for this study was the principle that students would learn new concepts faster when such 

new concepts are integrated into their existing understanding of a topic area. This notion 

of accelerating learning by linking learning to a known knowledge domain is a well-

known and widely accepted tenet in the education-based field of Accelerated Learning 

[3]. For this study, this design principle meant finding the essence of students’ under-

graduate understanding of IS at the fourth-year level, and then linking ethics to those 

understandings to accelerate IS student learning of ethics.  

IS Education literature presents exhaustive lists of what a foundational understand-

ing of IS (or “systems thinking”) should include, and this study uses recent internation-

ally recognised publications from this research area [4], [5]. In the sections to follow 

the fundamental understanding of systems and computer tasks that IS students should 

master during undergraduate studies are presented as:  

• An understanding of all computer tasks being combinations of input, processing, and 

output. 

• An understanding of information systems as a combination of technical artefacts and 

tasks, organisational processes, and environmental factors. 

• An understanding of system requirements being either functional or non-functional. 

3.1 Input Process Output 

Computer ethics can be more accurately defined as ethical concerns related to an 

entire body of ‘computer-related technology’ [6]. This body of knowledge includes 

computers and all their associated technology. Computer ethics may also be seen as a 

unique intermediary field between science and ethics [6]. Moor further speaks of com-

puters as being ‘logically malleable’. This means that activities and processes can be 

moulded into their respective tasks namely, (1) input, (2) processing and (3) output [6]. 

This ‘malleability’ is a fundamental resource which allows the user to utilize the com-

puter's logic across various processes. There are three distinct processes namely input, 

processing, and output [6] that ethical concerns can relate to. In this study, this break-

down of action categories into the input, process, and output forms the foundation of 

the ethics framework under construction.  

The understanding of Information Systems tasks as being either input, process or 

output tasks, is supported by seminal definitions of the field of Information systems, 

such as IS being “interrelated components working together to collect [input], process, 

store, and disseminate [output] information to support decision making, coordination, 

control, analysis, and visualization in an organization” [7]. 

3.2 Technology Organisation Environment (TOE) 

The TOE classification has a solid theoretical basis and the potential for application 

in Information Systems [8]. The processes of IS design and IS adoption have been 
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studied through lenses using (i) technology-related variables, (ii) organisation-related 

variables, and (iii) environment-related variables for several decades and popular adop-

tion models are described according to these lenses by Rogers in his book Diffusion of 

Innovations [9], [10]. TOE, as a way of thinking about IS concerns in three categories, 

assists IS students in understanding the variables that may cause technologically inno-

vative companies to outperform their competitors as being technical object design var-

iables, organisational process variables, and/or environmental realisation [implementa-

tion] variables [11]. Technological innovation and its advantages have been the subject 

of extensive theoretical and empirical studies along these lines. Innovation is an object 

[T], a practice [O], or environmental restricting [E] that is perceived as new by an indi-

vidual or other unit of adoption. This innovation is not limited to improvement in tech-

nology within a business, but also renewal in terms of thought and action [12]. 

The TOE classification has been utilised extensively to categorically measure the 

success of a business. The three clearly defined categories, namely technological, or-

ganisational, and environmental could be similarly applied in an ethical framework. 

The technological context includes both internal and external technologies that might 

be useful in improving organisational productivity. 

The TOE framework has found regular empirical support for factors of IS adoption 

such as external pressure, organisational readiness (in terms of technology and financial 

resources), and perceived benefits [13], [14].  

3.3 Functional vs Non-functional 

In Information Systems one of the most fundamental classifications of system attributes 

is the binary distinction between “functional” attributes and “non-functional” attributes. 

There is a broad consensus about what constitutes a functional requirement (or attrib-

ute) of a system, with popular definitions also using words related to input, process, 

and output. Glinz summarises several definitions of what “functional” requirements are 

in IS as “descriptions of what a system should be able to do” [15].   

There is, however, no clear definition of “non-functional” requirements, but the gen-

eral understanding amongst IS professionals states that requirements related to “how 

well” a system should perform functions are seen as non-functional requirements [15]. 

Non-functional requirements often relate to social metrics of quality, performance, fair-

ness, levels of access, and reliability [15]. 

It thus becomes possible to ask whether an ethical system concern relates to “what 

the system is doing” (functional) or “how well the system is doing a task according to 

social norms” (non-functional). The authors found this distinction to be an important 

one when embedding ethics as learning outcomes into IS modules, as will be discussed 

in the results section of this article. This understanding is also aligned with requirements 

engineering terminology [15]. 

From prior work in this domain [2] we categorise ethical considerations related to IS 

into functional and non-functional for this article in Table 1: 

278



5 

Table 1. Classifying ethical considerations as functional and non-functional (source: authors)   

Functional Non-Functional 

Accountability Democracy (of Access, etc.) 

Autonomy Ecology 

Bias / Discrimination Fairness 

Accuracy / Misinformation Human dignity/human displacement 

Explainability Inclusion (Digital and Social) 

Transparency   

Privacy   

Responsibility / Responsible use   

Security and (technical) robustness   

Reliability   

3.4 Mapping ethics to IS fundamentals 

With an understanding of ethics relating to three primary dimensions IS - (i) input, 

processing, or output, (ii) technical, organisational, or environmental, and (iii) func-

tional or non-functional – the authors mapped the fifteen identified ethical considera-

tions in IS onto these dimensions using descriptions and examples of each ethical con-

sideration from literature. This mapping is presented in Table 2. 

Table 2. Mapping ethics onto IS dimensions (source: authors) 

 
Input Process Output 

Supporting 

literature 

Functional  

Requirements 
T O E T O E T O E   

Accountability   X     X     X   [16]–[18] 

Autonomy       X           [19][20] 

Bias / Discrimination X X   X       X X [21] 

Accuracy / Misinfor-

mation 
X    X       X   

[22] 

Explainability             X     [23] 

Transparency               X   [20] 

Privacy X             X   [24] 

Responsibility / Re-

sponsible use 
  X     X     X   

[25] 

Security and (technical) 

robustness 
X     X X   X     

[26] 

Reliability       X           [23] 
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Non-Functional Re-

quirements 
T O E T O E T O E 

 

Democracy (of Access, 

etc.) 
  X        X       

[27] 

Ecology       X           [28] 

Fairness X             X X [29] 

Human dignity/human 

displacement 
          X       

[30] 

Inclusion (Digital and 

Social) 
X X X     X   X 

[31] 

 

3.5 The graduate-level IS curriculum 

Using internationally recognised IS curricula frameworks from the Association of 

Information Systems (AIS) as the foundation [4], [5], [32], [33] the modules listed in 

Table 3 should be included at the graduate fourth-year level of an IS department’s cur-

riculum: 

Table 3. Typical IS curriculum at the graduate level (adapted from CC2020) 

IS Theory Subjects IS Application [Technical] Subjects 

Business Process Management [BPM] 
Data Management / Data Governance 
[DMan, DG] 

Collaborative Computing [CC] Data Mining [DMin] 

Enterprise Systems Architecture and Infrastructure 

[EAI] Data Analytics / Predictive Analytics [DA] 

Social Informatics [SI] 

Data Warehousing / Business Intelligence 

[DW, BI] 

Digital Innovation [DI] Machine Learning [ML] 

IS Ethics  
Decision Support Systems (IS Design) 
[DSS, ISD] 

IS Practicum / Internship / Project [Prac] System Security [SS] 

Emerging Technologies (IoT, Blockchain, ML) [ET] 

Human-Computer Interaction /UX Design 

[UXD] 

It is interesting to note that the AIS suggests having a module dedicated to IS ethics 

at the graduate level. Such an offering would require fundamental changes to the current 

IS curricula structures in South Africa. An alternative approach – the approach investi-

gated in this study – would be to embed learning outcomes related to ethics into the 

other modules on offer. The reasoning behind embedding ethics into a collection of 

already offered IS modules was that this would place ethical considerations into the 

contexts where they are most relevant, be it technical (Data Management, Data Analyt-

ics, Machine Learning, etc.), organisational (Enterprise Systems, BPM, etc.) or envi-

ronmental (Social Informatics, Digital Innovation, etc.) context. This approach reso-

nates with research conducted at Harvard University that proposes the incorporation of 
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ethics across Computer Science modules to expose students to ethical content via a 

distributed pedagogy [34]. As discussed in the results section of this article, the ap-

proach of embedding ethics into existing IS modules was only partially successful, and 

the authors make suggestions for a dedicated IS Ethics module at the fourth-year level. 

4 Mapping ethics into the IS curriculum 

In this section, the embedding process used in the described case study is described 

in detail. Ethics learning outcomes were built into modules that had existing relatable 

content already in the course material. Functional aspects of ethics - ethics related to 

what a system does - were translated into more technical IS Application subject areas, 

while the non-functional aspects of ethics  - how socially correct a system does its tasks 

- naturally lent themselves towards inclusion into the less technical, more theoretical 

subjects in the curriculum. 

Table 4. Mapping ethics to standard IS graduate level module offering (source: authors) 

 Input Process Output 

IS  

Theory 

IS  

Application 

Functional System 

Requirements T O E T O E T O E     

Accountability  X   X   X    DMan, DG 

Autonomy    X       DI ISD 

Bias / Discrimination X X  X    X X  

DSS, DA, 

BI, ISD, 

DMin 

Accuracy / Misinfor-

mation X   X    X    

DMan, DA, 

BI, ISD 

Explainability       X    DSS, ISD  

Transparency        X    DG  

Privacy X       X  SS DG, ISD 

Responsibility / Re-

sponsible use  X   X   X  EAI DMan, DG 

Security and (tech-

nical) robustness X   X X  X   EAI 

DMan, DG, 

ISD 

Reliability    X      EAI  ISD  

Non-Functional Re-

quirements T O E T O E T O E     

Democracy (of Ac-

cess, etc.)   X       X       SI, DI ISD  

Ecology       X             ISD  

Fairness X             X X   ISD 
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Human dignity / hu-

man displacement           X       SI, DI ISD     

Inclusion (Digital and 

Social) X X  X     X       SI, DI   

 

From the mapping process presented in Table 4, the authors decided on the following 

trial embeddings of ethics into the honours level IS curriculum at the case study insti-

tution: 

• Data Management: In the Data Management module, which includes learning out-

comes for Data Governance and is a prerequisite for Data Mining, the following 

ethical principles were covered in the classroom: Accountability, Bias, Accuracy (in-

cluding Misinformation), Transparency, Privacy, Responsibility, and (Data) Secu-

rity 

• IS Design: The IS Design module, which already included aspects of Privacy and 

Security, was enhanced with embedded content of the following ethical considera-

tions: Privacy, Security, Democracy of Access, Ecological Design concerns, Fair-

ness, Human Displacement through Automation, as well as general notes on System 

User Accountability and Responsibility 

• IS Strategy / Innovation: The IS Strategies module which focuses primarily on Social 

and Digital Innovation strategies, was enriched by including learning outcomes on: 

Democracy of Access, Inclusion, User rights (such as privacy consent and auton-

omy), Responsibility, Responsible use, and Reliability. 

 

For each learning outcome added, embedding included a theoretical reader on the topic, 

examples of how the AI-related ethical concern links to information systems, and sce-

nario-based reflection by students facilitated by the lecturer. 

5 Data Collection 

A data collection problem presents itself when setting up an experiment to test the im-

pact of curriculum changes on student learning at a single institution while student co-

horts are actively progressing through the curricula. The problem lies in finding a con-

trol group against which to test accelerated learning hypotheses when all students are 

required to undergo the same learning.  

To overcome this concern, two similar, consecutive cohorts of honours (fourth year) 

IS honours students were used as a sample for this study. The first cohort (2020 – 31 

students) participated in the IS honours curriculum of the case study university and then 

answered a questionnaire to establish their understanding of ethical considerations that 

relate to IS. The second cohort (2022 – 34 students), statistically similar to the previous 

cohort, was then exposed to the same IS honours curriculum, but for 2022 this curricu-

lum had been enhanced with embedded learnings of ethics within multiple modules, as 

described above. The second cohort was then asked to complete the same questionnaire 
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as the first cohort, to establish their understanding of ethics aiming toward a comparison 

of cohort results. 

6 Data Analysis 

Students’ perceived understanding of AI systems stayed statistically the same - a 

good indication that the IS understanding stayed consistent between cohorts: 

 

 

Fig. 1. Students’ perceived level of knowledge of AI systems: 2020 cohort left, 2022 cohort right 

Students were asked to classify ethics considerations into (i) input, process, output, 

and (ii) technology, organisation, and environment groupings. The results of this survey 

are presented below. 

Table 5. Survey results (source: authors) 

 

Input Process Output 

Student 

classifica-

tion before 

embedding 

Student 

classifica-

tion after 

embedding 

Result 

Functional  

Requirements 
T O E T O E T O E     

  

Accountability   X     X     X   

T:19.4% 

O:25.8% 

E:54.8% 

T:12.1% 

O:51.5% 

E:36.4%  Improved 

Autonomy       X           

T:51.6% 

O:29% 

E:19.4% 

T:63.6% 

O:21.2% 

E:15.2% Improved 

Bias / Discrimi-

nation 
X X   X       X X 

T:25.8% 

O:35.5% 

E:38.7% 

T:36.4% 

O:39.4% 

E:24.2% Improved 

Accuracy / Mis-

information 
X    X       X   

T:61.3% 

O:25.8% 

E:12.9% 

T:60.6% 

O:18.2% 

E:21.2% Consistent 

Explainability             X     
T35.5:% 

O:41.9% 

T:24.2% 

O:54.5% Decreased 
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E:22.6% E:21.2% 

Transparency               X   

T:38.7% 

O:32.3% 

E:29% 

T:27.3% 

O:57.6% 

E:15.2% Improved  

Privacy X             X   

T:38.7% 

O:22.6% 

E:38.7% 

T:27.3% 

O:21.2% 

E:51.5% Decreased 

Responsibility / 

Responsible use 
  X     X     X   

T:16.1% 

O:58.1% 

E:25.8% 

T:12.1% 

O:57.6% 

E:30.3% Consistent 

Security and 

(technical) ro-

bustness 

X     X X   X     

T:90.3% 

O:6.5% 

E:3.2% 

T:51.5% 

O:30.3% 

E:18.2% Improved 

Reliability       X           

T:61.3% 

O:35.5% 

E:3.2% 

T:45.5% 

O:39.4% 

E:15.2% Decreased  

Non-Functional 

Requirements 
T O E T O E T O E 

      

Democracy (of 

Access, etc.) 
  X       X       

T:6.5% 

O:19.4% 

E:74.2% 

T:9.1% 

O:27.3% 

E:63.6%   Mixed 

Ecology       X           

T:3.2% 

O:6.5% 

E:90.3% 

T:27.3% 

O:21.2% 

E:51.5%   Improved 

Fairness X             X X 

T:16.1% 

O:41.9% 

E:41.9% 

T:12.1% 

O:36.4% 

E:51.5%  Mixed 

Human dignity / 

human displace-

ment 

          X       

T:3.2% 

O:48.4% 

E:48.4% 

T:24.2% 

O:30.3% 

E:45.5%  Mixed 

Inclusion (Digi-

tal and Social) 
X X X     X       

T:12.9% 

O:41.9% 

E:45.2% 

T:36.4% 

O:36.4% 

E:27.3%  Mixed 

 

7 Results 

Overall, students in the second cohort showed a better understanding of ethics that re-

late to system functions when compared to the first cohort. Students from the second, 

post-embedding cohort showed a significantly better ability to correctly describe and 

classify Accountability, Autonomy, Bias, Transparency, and Security, as presented in 

the table above.  

Students from both cohorts showed a consistent level of understanding of Accuracy 

and Responsibility, two topics that were already covered in the curriculum before the 

ethics-embedding process.   
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There was a decrease in students’ ability to correctly describe and classify Explain-

ability, Privacy, and Reliability according to IS dimensions. This was a concerning re-

sult because special effort had gone into embedding Privacy and Reliability into the 

curriculum. Upon further investigation, the authors found that the learning content for 

these ethical concerns was not using consistent definitions and examples throughout, 

with Privacy being described as a legal environmental issue in some examples. Incon-

sistency in definitions and terminology may have caused the decrease in students’ un-

derstanding of these topics.  

When looking at students’ descriptions and classifications of non-functional ethical 

concerns in IS, the results were inconclusive across the board, with the exception of 

Ecology, where more second-cohort students showed an understanding that systems 

use natural resources to run and that minimising the use of natural resources used during 

processing is a technical design concern.  

After a two-year process of embedding ethics into three honours level IS modules at 

a university in South Africa, the results of the survey described above allowed the au-

thors to arrive at the following new insights: 

(a) it is possible to embed ethics-related learning outcomes into the existing IS 

curriculum structure without making major structural changes to the IS cur-

riculum offering. 

(b) the experimental approach of embedding ethics topics into modules where 

they are most relevant by using an IS dimension framework worked well, 

and at an anecdotal level made the teaching and learning of ethics in IS 

“come alive” within the contexts of IS design and Data Management where 

the ethics topics are particularly relevant. 

(c) a framework is indeed needed to help IS academics with this embedding pro-

cess - the process of finding the places in the IS curriculum where each eth-

ics topic is most relevant is detailed and requires a structured approach. 

(d) such a framework should indeed use commonly known and thoroughly un-

derstood IS dimensions into which ethics topics can be mapped in an easy-

to-understand manner. 

(e) as a first trial attempt at such a framework, the framework used during the 

embedding process described in this article shows promise, but some defini-

tions and dimensions can be clarified further. 

(f) the process for embedding ethics into IS described in this article highlights 

two concerns that should be addressed when embedding ethics into IS: 

(i) definitions and examples of ethics topics must be consistent across 

modules and linked to existing IS domain knowledge with clarity. 

(ii) non-functional ethical concerns require specialised teaching and 

learning in IS - a simplistic embedding of these topics into existing 

modules yielded no observable accelerated learning. The premise is 

that IS students are more familiar with linear problem solving where 

there is a single correct answer.   
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8 Conclusion 

In this paper, we are building on a framework to translate a selection of common ethical 

considerations related to IS into the graduate-level IS curriculum. This framework con-

sists of three primary dimensions firstly the classification of tasks as inputs, processing, 

or outputs, secondly, the classification of tasks as technical, organisational, or environ-

mental and thirdly classification of system attributes as functional or non-functional. 

The framework was tested on two levels namely the embedding of ethics into the ex-

isting IS curriculum and further testing students’ understanding and placement of ethi-

cal concerns.  

Results indicate that with the inclusion of the framework, it is possible to embed 

ethics-related learning outcomes into the existing IS curriculum without major struc-

tural changes. Furthermore, the mapping of ethics topics to current modules where they 

are most relevant in the IS curriculum can assist students in classifying and probing 

ethical questions.   

Learnings from the first trial to incorporate the framework highlight the importance 

of consistent and clear definitions and examples of ethics topics across modules that 

are linked to existing IS domain knowledge. This requires a collaborative effort to co-

design module content related to ethical topics across the curriculum. Findings show 

that the non-functional ethical concerns require more specialised teaching and learning 

to expose students to ethical problems that require deeper engagement with several ac-

ceptable solutions. To address this challenge, the controversial nature of some ethical 

problems requires ethical reasoning and inclusive discussion and reflection during class 

combined with activities to practice this kind of reasoning and discussion. To mitigate 

this, we agree with the new IS 2020 curriculum that calls for a separate module that 

covers non-functional IS ethics more exclusively [5].   

Limitations to the study are that the framework was tested in a single case and further 

iterations and refinement are required. Furthermore, the process of finding the places 

in the IS curriculum where each ethics topic is most relevant requires further collabo-

ration among IS academics.  

The authors presented this research as part of an ongoing project to revitalise the IS 

curriculum at the graduate level to be relevant and responsible in terms of AI ethics. 

The next steps in this ongoing project include identifying which components of ethics 

to include in Masters and Doctoral studies by including an IS Ethics for Leadership 

focus. 
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Abstract.  
The Construction Industry experiences severe changes by the emerging technologies having 

strong impacts on working routines, on humans, and the society as whole as well as on environ-
ment and climate. For a technology such as AI in the context of AEC which traditionally lags 
behind advanced technology, this is a more severe problem. In the absence of proven perfor-

mance and under the pressure to deliver projects on time and within limited budget, this branch 
continues using  

methods that are trusted traditionally. This lack of confidence to introduce new 
workflows, deeply roots in both technical and psychological factors. Trustworthy AI, as a  

relatively new research paradigm, can be seen as enabler enhancing trust, thus, catalyze the 
adoption of emerging technologies.  

This primary study systematically identifies, assess and evaluates key factors of a sustainable 
digital transformation in the Construction Industry. The study investigates with a thorough, 

cross-disciplinary literature and data research and uses expert interviews based on a question-
naire survey. This qualitative method enables the development of a foundation for exploring 

factors that enhance trust. 
However, negative effects of digitization, the so-called „dark“ side of new innovative technolo-

gies, needs to be recognized responsibly. The previous study led to the concept of  Corporate 
Digital Responsibility (CDR) that aims to set new pillars of sustainability in the digital era. 

These findings not only add value to the body of knowledge but increase the understanding of 
benefits for the Construction branch, increase the will to innovate and offer approaches to shape 

the digital era proactively. 
Best practices demonstrate how they cope with the challenges and make full use of the potential 
of the digitization in the construction industry, which is gaining momentum. They offer orienta-
tion on how to define individual potential fields of application and adapting suitable methods. 

Digital transformation represents a key competence in Construction 4.0: it carries high potential 
for an economic more efficient construction life cycle, but requires responsible handling of in-

novative technologies. 

Keywords: Digital Transformation, Construction, Artificial Intelligence (AI), 
Building Information Modeling (BIM), Corporate Digital Responsibility 
(CDR), Ethics 
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1 Introduction 

The building sector causes almost 40% of global CO2 emissions. Buildings are respon-
sible for around 40% of energy consumption and 36% of CO2 emissions in the EU [1]. 
The construction industry is the largest branch of the economy. This sector not only has 
great potential but is key to central climate neutrality by 2050. All involved in construc-
tion are required to fundamentally rethink technical progress in construction [2]. Ra-
ther, it is important to play a vital role in shaping digital transformation, as the EU 
Commission is striving for with the Digital Innovation Agenda 2022 [3], the Strategic 
Foresight 2022 [4] and the Task Force for Digital Common Goods [5]. The construction 
sector is highlighted as one of the most important catalysts for reducing CO2. Small, 
medium and large companies seek to fully use their potentials by implementing inno-
vative technologies as to enable intelligent and resilient ecosystems [6] for shaping the 
5th industrial revolution [7]. Discussions and societal political request for a more effi-
cient handling of projects and show full commitment for climate protection and sus-
tainability [8], occupational safety and handing over routine processes to machines in 
favor of a balanced human-technical interaction. Dealing responsibly with emerging 
technologies based on trustworthy AI [9]- focus of Corporate Digital Responsibility 
(CDR), is catalyst and particularly recognizes the “dark” side of digital technologies 
and the overall transformation. New technologies are innovative motors of smart life 
cycles of buildings and for reducing the ecological footprint [10]. They enable a more 
structured, transparent basis for decision-making and offer forecasting models by visu-
alizing the planned end product with simulated technical equipment, building usage 
data and operating data. Malfunctions, risk hazards, environmental impacts, user be-
havior, energy consumption and a holistic life cycle of the building can be simulated. 
These smart methods not only help to achieve the UN SDGs (Sustainable Development 
Goals) within agile environments but use consolidated planning results of all interfaces 
involved in a common data environment [11] [12]. The merging of all technical inter-
faces not only allows the assessment of necessary resources, of completion and operat-
ing costs, time, quality and efficiency, but offers consistent data structuring without 
data loss and visualizes individual scenarios [13]. Best practices represent signposts for 
such sensible use of digitization and AI with sustainable growth that is fair for people, 
society and the environment. Though many small to medium-sized companies still 
struggle to proactively shape digital transformation (see Fig. 1.), innovative champions 
offer orientation and strengthen the will to innovate. Knowledge transfer between re-
search and practice is one practical approach. Thus, the study on AI in Construction by 
the Fraunhofer Institute for Industrial Engineering (IAO) in cooperation with the author 
sends strong signal to the German construction industry [14]. AI is still in its early 
adoption stage with a minority of companies looking to increase competitiveness and 
generate new orders by help of AI and new digital business models [15]. Some locations 
are leaders in developing and applying AI in daily construction routine. 
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The technical discussion is dedicated to the adjustment screws for AI in construction 
and provides insights into entrepreneurial success stories [16], [17], [18], [19]. How-
ever, the author's articles in specialist journals [20], [21], [22] use these real-life sources 
as to allocate opportunities, identify interdisciplinary interfaces such as ethics, compli-
ance, law and identify key factors of a successful digital transformation. Her book "Ac-
cents of Added Value in Construction 4.0 – Ethical Observations in Dealing with Dig-
itization and AI"1 investigates diverse approaches of corporate responsible use of dig-
itization and AI in Construction. The expert interviews conducted reveal that entrepre-
neurial digital responsibility requires awareness and courage to apply innovative tech-
nologies and improve construction life cycle from project idea to dismantling towards 
its efficient and resource-saving design with more security of personal and data rights.  
 
Companies that have taken a pioneering role have embedded technical innovations into 
their value-based corporate and thinking culture. However, it requires a corporate dig-
ital project infrastructure. Clients place their trust and award companies that are inno-
vative and use their invested budget responsibly and economically. The expectations of 
AI in the Construction Industry are high: minimizing errors where people fail, routine 
and standardized processes that are carried out by the machine, structure in increasing 
data complexity, cost- and time-efficient, sustainable and responsible resource-saving 
construction, an instrument for Monitoring and fulfilment of climate goals, to imple-
ment the Sustainable Development Goals (SDGs) specified by the UN, a high social 
contribution to the change towards a climate-friendly society and increased added 
value. The central corporate expectations of IT focus on the expansion of digitization, 
greater efficiency at lower costs, more innovation, more agility. 
How do humans want to shape technology? The experts surveyed for this study believe 
that trust can only be created and the right path for the company found in the digital 
transformation if knowledge is available. Interviewed AI software developers answer 
ad-hoc: we can support SMEs best if SMEs can localize their needs and communicate 
directly to us. The SMEs already have extensive data that can be used. The scope of 
costs is kept within reasonable limits, as the advice provided by start-ups can be claimed 
towards financial support offered by the state for AI projects. They do not have to de-
velop AI from scratch, but instead offer customized solution packages with AI tools 
that suits best to the company. These cost-time-efficient cooperations are still in their 
early stage, thus, the most efficient way to approach digital technologies and AI - with-
out financial risks. New digital business models lay path for strengthening corporate 
competitivity.  
One of the most important study results is that - in addition to explainability - binding 
regulations for the responsible, ethical use of AI are part of the strongest requirements. 
Additionally, the surveyed group of experts repeatedly addresses the fact that the edu-
cation system requires adjustments to ensure advanced knowledge of digitization and 

 
1 Weber-Lewerenz, Bianca (2022). Accents of Added Value in Construction  4.0 – Ethical Ob-

servations in Digitization and AI (German title: Wertakzente im Bauwesen 4.0: Ethische Be-
obachtungen im Umgang mit der Digitalisierung und KI. ISBN: 9783658382377.). Book. 
Publishing date: December 2022. SPRINGER Verlag, Wiesbaden.  
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AI skills of the next generation of engineers, as well as the necessary ethical qualifica-
tions and interdisciplinary interface work to combine professional strengths. 
The majority of experts emphasize, that digital transformation additionally offers to 
companies the unique opportunity to increase their attractiveness as employers and to 
live their corporate culture even more value-consciously. The interview results reveal: 
the digital transformation in construction is a process in which everyone, not just indi-
viduals, has to identify potentials and discover innovative sustainable ways to cope with 
positive and negative effects [23]. An attitude like "we don't need it, what changing - 
it's working" is out of time in this industry-wide process. The greatest challenge consists 
in open attitudes towards innovative technologies, to understand them, to implement 
them with newly skilled experts. Applied trustworthy AI applications contribute to an 
eye-opening effect [24]. The user practice experience with digitization and AI ranges 
from structural and civil engineering, technical building automatization, building oper-
ation, monument preservation, formwork and tunnel technology, timber construction, 
to fire protection, intelligent buildings, smart cities and includes latest software devel-
opments for the construction industry. Surveys in construction contractors and research 
institutions demonstrate there are no limits to the variety of fields of the application of 
AI in construction. The biggest challenge of a company is to develop its own digital 
agenda [25], [26]. 
This study focuses on practical examples of success and key factors for sustainably 
successful digital innovations. Such holistic approach includes the "dark" side of digital 
era 

2 Methodology and selection of interview experts 

2.1. Methodology of primary study 
The qualitative content analysis according to Mayring [27] with interview surveys con-
ducted over a period of 2019 to 2021 has emerged as the most beneficial for the acqui-
sition of knowledge. AI methods in large, small and medium-sized companies are still 
in a very early implementation phase. One of the limitations was, for example, that it 
was not always possible to categorize answers in a coded manner. The field of research 
is new territory and only a minority of German construction companies use e.g. BIM 
routinely. AI is not yet used or only used for research purposes in test runs. Therefore, 
recommendations and observed trends, that experts consider important to receive a ho-
listic understanding, represent a majority of the responses. Since practical relevance is 
particularly important, new insights into the state of knowledge, technical and entre-
preneurial developments can only be gained over a longer period of time. This study is 
based on the first survey round with partially standardized scientific questionnaires, 
which was answered with a response rate of 90%. Including the following interview 
questions: 
1. How do you assess the status quo of digitization and artificial intelligence (AI) in the construc-
tion industry? 
2. How high is the need for information on digitization and AI? (scale 1-10) 
3. Why only a minority of construction companies use digital methods like BIM? 
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4. Do you use these? If yes, what are your experiences? 
5. What risks and problems do you see in the use of digitization and AI? 
6. What are the difficulties in the construction industry when dealing with data? 
7. How important is ethics in times of digitization? (scale 1-10) 
8. Where do you see the potential of ethical frameworks and standards for the use of digital 
technologies and AI in construction? 
9. Is it important to regulate the ethical framework by law? (scale 1-10) 
10. Where do you see the ethical adjustment screws for the application of digital technologies in 
construction? 
11. Compared to other sectors, the construction industry plays a special role in modern digitiza-
tion methods. Why is? 
12. Where can digitization and artificial intelligence (AI) be used in the construction industry? 
13. Your company is increasingly using digital methods and AI. What ethical standards and 
framework conditions do you think are necessary for responsible handling in construction com-
panies, especially with data? 
14. Why do you think ethics should be part of academic engineering education? 
15. How high do you estimate the need for new digitization technologies and AI in construction? 
And the resulting need for the training of tomorrow's engineers? (scale 1-10) 
16. And what are the most important skills of engineers - professionally and personally - to suc-
cessfully face the challenges of digital transformation? 
17. How would you rate the willingness of construction companies to integrate digitization? 
(scale 1-10) 
18. What limits and risks does a company experience when implementing digitization and what 
opportunities arise? (e.g. in the areas of technology, people and specialists, corporate structure, 
ethics, mission statement, law, politics, etc.) 
19. How can the construction industry use digitization and artificial intelligence (AI) to increase 
its share of the value chain? 
For this primary study, expert interview surveys were designed and conducted to gain 
more data on the implementation of digitization and AI in the construction industry. It 
resulted in allocating efficient approaches to support companies` digitization strategy. 
The broad expertise of the interviewees on processes and decision-making structures 
within organizations is of particular interest. The question of the research work was 
decisive for the selection of the interviewed experts and was guided by the previously 
determined objective of the study: Where is corporate digital responsibility (CDR) to 
be assigned and how shall an adequate ethical framework to support digital innovations 
be designed to fully exploit the potential of digitization and AI?  
 
2.2. Selection of interviewees  
For this survey, the author selected leading experts from research, transfer institutions 
at the interface between science and practice, representatives of Construction Industry 
Associations, German professional associations and networks with a focus on the re-
search area. German and international associations and companies, chambers of crafts, 
departments for digital transformation in German ministries, research centers, educa-
tional and scientific institutions as well as ethics and AI institutes were involved (see 
Fig.1.).  
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Fig. 1. Map AI – Locations in Construction in Germany Source: Bianca Weber-Lew-
erenz 
 
Their experiences shared, especially regarding the lack of awareness and orientation 
for a successful digital transformation, contribute to constructive approaches. Literature 
sources with similar research questions in other disciplines proved to be particularly 
informative for the Construction Industry. Thus, problems fields and questions that 
other departments are also dealing with could be transferred. Secondary data was col-
lected to locate the innovation discourses. With the increase of understanding the deci-
sive factors, coping with the complex social, environmental, educational economical 
and political impacts became key. So far, they were neglected in the critical debate, 
especially in the construction industry [28]. Due to their severe impact on people, com-
mon good and value chain the study comes to the conclusion that there is a strong need 
for new approaches: technical feasibility requires more social responsibility, and the 
discussion must be conducted at all political, economic and social levels [29]. 
 
2.3. Dealing with this new field of research 
The basis of the considerations for this new field of research is an identical interdisci-
plinary environment, as the research question itself addresses these are the theories and 
approaches from human-technology interaction, ethics in AI and Robotics [30], [31], 
Technology and Digital ethics, Philosophy, Social ethics, but also Business ethics, to 
answer the research question holistically at this interface. The method led to critically 
evaluate status quo, to uncover hesitations and to gain empirical values - evaluated 
against the background of explicitly stated criteria, such as e.g. compatibility with so-
cial values and sustainability. These include, in particular, environmental compatibility 
and a humane, responsible implementation. To name this research and promote its ex-
pansion [32, ,33, 34, 35, 36, 37], the author founded the "Excellence Initiative for hu-
man-led, sustainable AI in construction”. Ethics in digital change in the construction 
industry also raises questions about societal responsibility. The tension increases as so-
cial, climate and environmental problems are recognized, but the full use of the poten-
tial for long-term cost savings, the achievement of sustainable development goals and 
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the expansion of the value chain via CDR, guided by ethical principles, is still limited 
[38]. Sustainable innovations based on ethical decision-making processes should glob-
ally be institutionalized in corporate culture [39]. This primary study allocated the 
transfer of knowledge between research and practice as increasingly recognized key 
element for a successful, sustainable digital transformation. The study crystallized the 
critical path by defining factors that depend on or influence each other (see Fig.2.).  

 
Fig.2. Mind Map Digital Transformation Strategy – Interaction of the key elements 
Source: Bianca Weber-Lewerenz 
 
The increasing awareness in the construction industry for a balanced, sustainable hu-
man-machine interaction is noticeable, as confirmed by the experts surveyed. The re-
search findings from technology ethics [40] [41] [42] and technology assessment by 
Armin Grunwald [43] and Hans Jonas, by Christoph Hubig [44], practical and technol-
ogy philosophy [45] [46], ethical engineer responsibility [47], BIM and digitization in 
construction [48], corporate compliance [49] [50] [51].  

3 Best Practices - Key competence "AI - Made in Germany": 
Challenges and examples of success 

 
3.1 Best Practices WAYSS & FREYTAG, PERI and APLEONA 

The first prototypes of AI solutions have already been created (see Fig. 3.). In 2020, 
surveyed digitalization experts in companies forecast 12 to 24 months for operational-
ization. The innovative technologies in construction improve sustainable, resource-sav-
ing, energy-efficient and safe construction life cycles. PERI is currently working on 
two subject areas for possible fields of application of AI: 1. Visual object identification 
and 2. Automation of engineering tasks. Daniel Stadel, PERI Digital Transformation 
& Corporate Development, explains: Neural networks enable part recognition on con-
struction sites. Prototypes exist in test phases: instead of the previous QR codes on the 
material, RFID chips and image recognition localize the building material via GPS 
transmitters. In the area of engineering automation, we try to solve the engineering 
tasks in a data-driven manner using historical data and the use of appropriate models. 
We are still reaching the limits of computing capacity [52]. Stadel estimates the poten-
tial of AI fields of application in the entire building/object life cycle of a structure to be 
very high, such as AI e.g. in hazard detection via sensors, bridge construction (e.g. 
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collapse in Genoa). The discussions with PERI, Wayss & Freytag [53] and APLEONA 
[54] emphasized that the responsible use of methods such as AI is the critical path. 
 

 
Fig. 3. Use Cases Overview Source: Bianca Weber-Lewerenz 
 
The biggest challenges companies deal with in digitization and AI are the willingness 
to change and the costs of innovation - both investments in the future and part of change 
management. Small companies lack the financial background, large corporations have 
a financially strong research, technology, experts, independent departments. The frag-
mentation of the trades represents a major challenge. BIM offers access to a uniform 
data platform with end devices for all project participants any time, from any location, 
without data loss. BIM as basis to further extend with AI seems to make sense in the 
first step, as AI experts confirm. To Daniel Krause, Wayss & Freytag Ingenieurbau AG, 
the biggest barrier of AI consists in the lack of consistency of the digital process, too 
time-consuming data management on the construction site, missing or legally not cov-
ered data security (data availability, further use and use of the data). 

3.2 Best Practice Research project SDaC – Smart Design and Construction 
[55] 

In their research project from 04/2020 to 03/2023, funded by the Federal Ministry for 
Economic Affairs and Energy with EUR 9 million, Jan Wolber and Dominik Steuer 
research practical applications of innovative technologies for data acquisition aiming 
towards highest quality, data with desired speed and an overall reduction of the con-
sumption and resources: We develop a platform that enables organizations from the 
construction industry to access information easily and intelligently with added value to 
use. AI as a key solution offers automation of repetitive process, user feedback in-
creases the quality of forecasts, reduces errors and increases quality, leaves time for 
creative work, reduces complexity. AI applications range from image and object recog-
nition, planning automation, predictive modelling. For example, the comparison of tar-
get/actual construction time and construction budget can be monitored in real time and 
AI-based risk detection increases occupational safety. Performance deviations are 

USE CASES  

German companies  AI Innovation  

 APLEONA   Predictive Maintenance:  

a) AI Solution: Fully Automated Building Technology Control 
(Goal: Energy-Monitoring) 

b) AI Solution:  energyControl (Goal: Predictive Control) 

 PERI    Research on possible uses of AI in two subject areas: 

a) Visual Object-Identification (Goal: visual recognition of 
objects e.g.) 

b) Automation of engineering tasks “(Goal: data driven 
solutions of engineering  tasks)  

 
 WAYSS&FREYTAG (Tochtergesellschaften der Royal BAM Group) 

a) Workflow up to 7-D as a continuous project flow 
 
b) Modelling:  Deep Learning Approach in Model creation e.g. 
for the basis of (partly) automatic component recognition 
from point clouds 
 
c) Parametric Design (Architecture) 

d) Generative Design 

e) Visual Image Recognition 
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signaled to be able to counteract. The monitoring of construction machines, utilization 
and capacity per trade enables reducing machine downtimes. AI image recognition en-
sures quantification and type recognition of different sleeves with generated measure-
ments leading to real-time invoicing.  

3.3 Best Practice Circular Economy [56] 

The European Circular Cities Declaration [57] aims to shape a sustainable digital trans-
formation in the municipalities. It demonstrates on how smart networking and intelli-
gent operation of urban infrastructure according to the European Green Deal are in-
creasingly finding their way. Decoupling resource consumption from economic activity 
by preserving the value and benefits of products, components, materials and nutrients 
for as long as possible means to close material cycles and minimize harmful resource 
consumption and waste [58] [59]. With 75% of natural resource consumption occurring 
in cities and 50% of the world's waste coming from cities, there is significant potential. 
Signing cities are fully committed to become a circular economy, and to increase their 
share in the value chain. In line with the Climate Strategy 2030 and the UN Agenda 
2030, German cities like Aachen are pioneers. With her Institute for Sustainability in 
Civil Engineering (INaB) at RWTH Aachen University, Marzia Traverso has an im-
portant role model function at the Center for Circular Economy (CCE) at RWTH Aa-
chen University. It is involved in the transformation of the city of Aachen towards a 
sophisticated circular economy. What does sustainable building lifecycle management 
mean as part of the new urban agenda? [60] There are two goals: develop livable cities 
and strengthen planners and operators of urban development [61]. Sustainability goes 
further in many steps, as shown by international pioneer cities such as Amsterdam, 
Copenhagen, Vienna, Barcelona and Singapore. 

4 Discussion and Limitations 

4.1 Signposts in the digital transformation 

The majority of large and SMEs have not yet defined their own digitization strategy. 
Some do not have the financial means or simply feel left behind according to the results 
of the study. Many companies still benefit from past years´ successes and do not see 
any need for change. It is precisely these companies that exclude themselves from dig-
ital project orders as they do not possess a digital project infrastructure, cannot answer 
digital tenders or handle projects digitally. Regardless of the size of the company, cli-
ents place their trust and projects in modern companies that deal with the invested 
budget in a responsible, transparent and high-quality manner. It is also a selection cri-
terion for choosing attractive employers. However, start-ups that localize options for 
AI application and train companies are particularly suitable for SMEs. The develop-
ment of knowledge about digitalization and AI and its responsible handling is key to 
success. Times of crisis prove that digitally well-positioned companies are flexible in 
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their actions and can continue their work. Thus, the Construction Industry bears a high 
social and moral responsibility to strengthen the social, economic and environmental 
pillars of sustainability and CDR in Construction 4.0 (see Fig.4.). Corporate social re-
sponsibility goes hand in hand with digital responsibility. It increases innovation and 
growth in companies and strengthens the joint added value for companies and society. 
 

 
Fig. 4. Sustainability Pillars – CDR in Construction 4.0 Source: Bianca Weber-Lew-
erenz 
 

4.2. The “dark” side of digitization 

CDR in Construction 4.0 captures the holistically considered, responsibly led digital 
transformation [62] by avoiding research under a positive lens only. Especially the un-
intended consequences of new technologies require a next-step research agenda [63]. 
Severe negative effects of digital methods and AI are referred to as the "dark side" of 
digitization [64] having social effects such as human technology overuse and addiction, 
security and privacy concerns, biases and inequality but also ecological effects on the 
raw materials sector. Economic growth is difficult to decouple from resource consump-
tion. Future technologies require high resources and critical raw materials with low, 
particularly critical recycling potential and a lack of a return strategy. Four times current 
lithium production, three times increase in heavy rare earths and a one and a half times 
increase in light rare earths and tantalum. The European Committee of the Regions 
reacted with an action plan for critical raw materials in order to supply Europe with raw 
materials more securely and sustainably [65]. Due to the increased use of electronics, 
the global demand for copper will grow by between 231% and 341% by 2050 [66]. 
According to the DERA study, in 2035 up to 34 percent of the global indium production 
may be used exclusively for the production of displays [67].  
Digitization and AI require new machines and tools and higher data speeds (fiber optic 
cables, routers, high-performance microchips, sensors, data transfer infrastructure) and 
data storage with larger volumes for achieving significantly higher data capacity (data 
clouds, IoT, AIoT), for real-time transmission for error-free network communication. 
These have to be rebuilt and computers and storage - due to the high heat production 
during operation - continuously cooled and rooms air-conditioned. The entire infra-
structure must undergo an adjustment: fully functioning smart cities require uninter-
rupted, intelligent networking of buildings, e-mobility, smartphones, etc. with data 
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clouds, IoT and the Expansion of a multiple of base stations ahead. Health effects on 
humans by its operation have not yet been adequately researched. This can only work 
accepting additional energy consumption, the high intensity of electromagnetic radia-
tion (networking among the devices, radio) and the CO2 production. The end-to-end 
full automation of buildings requires hardware such as machines and sensors, and thus 
an increasing production of the necessary inventory materials and with the correspond-
ing consumption of resources. The fifth generation of mobile data transmission (5G) 
requires broadband expansion using fast fiber optic networks. 5G combines the previ-
ous mobile communications standards, Wi-Fi, satellite and landline networks into a 
holistic communication network. Digitization can become an energy guzzler, because 
in 2025 data centers will account for around 4-11% of global energy consumption; at 
the same time, high energy saving, and waste heat utilization potentials are forecast and 
localized [68].  
How shall the CO2 footprint be reduced when raw materials are increasingly consumed, 
inhumane mining work, abuse of people and the environment and long-term damage to 
health are accepted in order to develop and improve innovative technologies [70]? The 
danger lies not only in resource consumption, but in increasingly complex risk areas of 
data misuse. Protection is one of the success criteria for sustainability. This also applies 
to data communication: Municipalities are largely administratively unable to handle 
approval processes digitally, since many companies lack a digital infrastructure [71]. 
Declarations of intent by the German government on digitization do not correspond to 
the current situation and the practice of public administration. Although the digitization 
of the supply chain offers growth and long-term cost savings, the expansion of the IT 
infrastructure is not keeping pace with the end-to-end digitization of the supply chain. 
Companies are stuck in the test phase and projects are not used operationally. Digitiza-
tion has not been declared to top priority, traditional contractual and commercial pro-
cessing structures still exist and lack real-time information and traceability. These are 
the decisive factors for successful digital change and increased added value [72]. Thus, 
intelligent business transactions, cryptocurrencies and reliable asset tracking cannot be 
implemented along the value chain [73]. One result of the study is that a clear distinc-
tion must be made between empty promises, the concealment of major security risks or 
exploitation. There is a great danger of so-called greenwashing, e.g. propagating super-
ficial advantages and high benefits, which, however, come at the cost of violations of 
personal and data rights, environmental depletion and resource consumption that is 
harmful to people and society. The research “CDR in Construction 4.0” investigates 
how such a countermeasure can succeed. 

5 Résumé and outlook  

Responsibly applied innovative digital and AI technologies support the construction 
industry to master challenges of the digital age by using efficient methods. The emerg-
ing technology promotes diverse, inclusive environments working with technical inter-
faces. CDR represents an essential approach to achieve a balanced human-technology 
interaction and offers ways for a new culture of thinking and enhance interdisciplinary 
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dialogues. The study`s results lead to the conclusion, that engineers, architects, design-
ers and craftsmen are not only designers of living environments, but a sustainable Con-
struction 4.0 can only be achieved by help of an ethical framework that guides through 
the complexity of technical feasibility, data, the need to protect societal and human 
values. t to shape. 
The evaluation of the interviewees` expertise shows that digital methods and AI have 
great potential in many areas, such as competitive, innovative business models. The 
author investigates economic, social and ecological aspects and comes to the conclu-
sion that Germany has an important role model function for other countries to lead 
into the new technology century. The research on CDR in Construction 4.0 broadens the ex-
isting body of knowledge. The research question ties into the multiple diverse aspects of CDR, 
Best Practice samples underline its practical appliance. They are catalysts to sustainability in 
the Digital Era. 
Particularly surprising is the fact, that innovative and technical progress can only suc-
ceed based on measures that provide orientation and strengthen the construction 
branch`s will innovate as part of the individual digital agenda. For the success and 
sustainability of modern digital technologies and AI, as proven by best practices, a re-
sponsible entrepreneurial design of the digital transformation is key. The study re-
veals that role models offer orientation when navigating innovative technologies in 
construction 4.0 and strengthen the courage to tackle them. 
This research aims for a more nuanced understanding - beyond the technical hype - of 
how AI is used in practice and how to cope with its unintended implications. Doing so 
allows us to recognize multiple diverse aspects that enables setting the adequate legal, 
ethical and technical framework. 
The study considers pioneers in the construction industry sending strong positive sig-
nals in navigating innovative technologies in Construction 4.0. Considering the nega-
tive environmental and socio-economic impacts as global challenges, not limited to this 
branch, the German Construction Industry could set a milestone with its innovative 
agenda. It could also send significant positive signal as a pioneering location for re-
search and education in this new scientific field. In order to take into account the entre-
preneurial, social, legal and political aspects that are critical to the success of the digital 
transformation, which makes up a significant part of the value chain for the construction 
industry, it is urgently necessary to continue research work in this field. 
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Abstract. I argue that the optimal approach to AI ethics is to view it as
a medium that allows bottom-up context-specific interaction driven by
sound reasoning. On the one hand, such interaction should take place be-
tween the community impacted by a specific machine learning-generated
decision or prediction and the employees of the company or government
unit designing, developing, deploying, or using the model (or set of mod-
els) in question. On the other hand, such interaction should take place
among members of the tech community and policymakers. Such interac-
tions would not be about enforcing abstract ethical principles top-down,
but would be reasoned, bottom-up informed, interaction focused on solv-
ing ethical dilemmas in a particular context to the benefit of all involved,
with the focus on establishing just AI technology and AI ethics ecosys-
tems. I weigh up some of the main suggested approaches in current AI
ethics literature to address the current stalemate in AI ethics regula-
tion, and then unpack the machinery for attaining an AI ethics system
that is bottom-up, dynamic, agile, and reasoned, showing how this would
circumvent some of the problems of other approaches.

Keywords: AI ethics · dynamic reasoning · bottom-up reasoning

1 Introduction

I argue that the optimal approach to AI ethics is to view it as a medium that
allows bottom-up context-specific interaction between the community impacted
by a specific machine learning-generated decision or prediction and the employ-
ees of the company or government unit designing, developing, deploying, or using
the model (or set of models) in question on the one hand, and on the other, that
allows such interaction among members of the tech community and policymak-
ers. Such interactions would not be about enforcing abstract ethical principles
top-down but would be bottom-up, dynamic, agile, and reasoned interaction fo-
cused on solving ethical dilemmas in the particular context, to the benefit of all
involved.

The background for this discussion is the value of living in harmony. This
value speaks to the need to embrace the interconnected nature, the relationality,
of humans with / to all other humans, and of humans with the environment in
all the ethical reflections humans engage in. This value of living in harmony is
ex-pressed in the UNESCO Recommendation on the Ethics of AI as the value
of living in harmony and peace as follows:
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“22. Al actors should play an enabling role for harmonious and peaceful
life, which is to [guarantee] an interconnected future ensuring the benefit of all.
The value of living in harmony and peace points to the potential of Al Systems
to contribute throughout their life cycle to the interconnectedness of all living
creatures with each other and with the natural environment.

23. The notion of humans being interconnected is based on the knowledge
that every human belongs to a greater whole, which is diminished when others
are diminished in any way. Living in harmony and peace requires an organic,
immediate, uncalculated bond of solidarity, characterized by a permanent search
for non-conflictual, peaceful relations, tending towards consensus with others and
harmony with the natural environment in the broadest sense of the term...” [45]

I start this discussion by considering the possible harms from machine learn-
ing driven or data-driven technology (referred to here as AI technology) to hu-
mans and the environment, as well as the hidden threats to living in harmony.
Then I consider the status of current policymaking in terms of principle-based
regulation around AI technology in section 3. I then very briefly consider different
approaches in AI ethics to address the concerns raised in the previous two sec-
tions. I consider design-based approaches – building translational tools, AI4SG
and ethically aligned design approaches – in subsection 4.1; and bottom-up ap-
proaches – approaches based on virtue ethics, AI ethics activism, and ‘ethics as
service’ – in subsection 4.2. In section 5, I set out the argument for the claim that
AI ethics should best be approached as a bottom-up, dynamic, agile reasoning
system. In the conclusion I discuss some benefits and counterarguments to this
suggested view and consider its impact on the value of living in harmony and
peace.

2 Harms and Threats to Humans and the Environment

There are well-known concerns that may jeopardise a harmonious life that sup-
ports and enriches the interconnectedness of all humans with each other and
with the environment (e.g., [28] and [47]). General concerns include the fear
that humans would lose control of the technology at issue, that the quality of
human interaction and agency would be diminished, and that the quality and
integrity of information would be compromised. Concerns around structural bias
in data sets on which machine learning models are trained include fears that the
most vulnerable groups in society would be imperiled, that inequality and dis-
crimination would be amplified, and ultimately, that social justice and political
stability would be threatened.

On the latter point, there are specific harms related to structural bias and
resulting discrimination that need to be highlighted. Representation harm re-
lates to the confirmation and amplification of the subordination of certain social
groups [1,38]. Crawford explains that this is a cultural or social harm based on
identity prejudice. It results in a further transactional allocation harm relating
to the allocation of economic goods and resources [1].
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From a social-technical perspective, structural bias should be analysed in an
inter-disciplinary manner, as structural bias relates to prejudice and a lack of
impartiality that may be reproduced and even amplified during machine learning
processes, rather than to bias in the technical machine learning sense. To analyse
the problem, we must reflect on our classification practices [1] and ask ourselves
how we represent the world, and who decides how we build our representations,
and on what basis they are built.

The problem is thus entangled with the manners in which we represent cul-
ture and historical divisions in society. Consider Mohanty’s [33] claim that “. . .
interpreting the world accurately requires knowing what it would take to change
it”, and that this can, according to her, only be done through “. . . identify-ing
relations of power and privilege that sustain injustice” [33]. This makes clear the
need for multi-, trans-, and inter-disciplinary work to mitigate possible harm
from machine learning technologies.

A serious threat that may be added to the above concerns is the tendency or
capability of machine learning technology to manipulate human values, and to
disrespect the right to freedom of thought and the integrity of mental processes.
A lot has been written on this concern recently, specifically in the context of big
data analytics and the training of large language models in Natural Language
Processing (NLP). These models are the expression of machine learning algo-
rithms that can recognise language and can read huge amounts of text-based
data and can generate text of its own. The fact that such generated text does
not necessarily make meaningful sense is sometimes forgotten in the intuitive
urge that humans feel to ascribe meaning to written text [12]. This can easily
lead to all kinds of misrepresentation of information and result in manipulation,
and ultimately, even social instability (e.g., [43]).

Finally, there is a real threat posed to the environment by AI technology.
The damage that AI technologies can do to the environment is well-known.
AI technology has the potential to accelerate environmental degradation. The
carbon footprint required to fuel modern tensor processing hardware used for in-
stance in NLP research needs “exceptionally large computational resources that
necessitate similarly substantial energy consumption” [41]. The carbon dioxide
equivalent emissions created during the training of just one machine learning
model are equal to the emissions of five average cars.

In addition, sustainable development and innovation presuppose disruptive
changes to the ways our societies and businesses are organised and to the ways in
which humans recognise their interconnectedness to the environment and ecosys-
tems. This means that the interaction of AI technologies and globalisation efforts
lead to new and complex disruptions as the world is re-shaped by this interaction
[21]. This disruption impacts on core human activities that depend on a healthy
environment and flourishing ecosystems – think for instance of food and energy
production. It also brings systemic risks – risks brought about by intensified in-
teraction between human, technological, economic, and socio-ecological systems
[21].
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Let us now consider in the next two sections what is being done about these
possible harms and threats from a policy perspective and how the regulation
of AI technology is received and concerns around it addressed in the AI ethics
community.

3 Principle-based Legislation

There has been an explosion of principle-based policy documents over the past
decade. Algorithm Watch clocked more than 160 sets of policies in 2020 [2], in-
cluding policies at national (e.g., Singapore, South Korea, Canada, Germany),
regional (the EU Commission), inter-governmental (e.g., UNESCO, OECD), and
company levels (e.g., IBM, Google’s Deep Mind). There is a current call from
the World Benchmarking Alliance to companies they assess to make public their
AI ethics guidelines as only 20 of the 50 companies assessed in 2021 had publicly
disclosed ethical principles [3]. One example of a company doing this already
is SAP SE. To get the private sector to see the value and need for engaging
with digital ethical concerns, the Collective Impact Coalition supports the Al-
liance with a drive to encourage investors to connect with companies (and their
boards), as well as with civil society and academia to support uptake of AI ethics
principles [4].

There is however a main communal problem shared by most of these principle-
based policies, which is that they are basically ineffective. Various explanations
for this problem have been discussed in the literature recently: According to
Hagendorff, there is a lack of mechanisms for AI ethics to “reinforce its own
normative claims” [23]. In addition, there is a lack of distributed responsibility
and very few policies include directives on oversight and compliance mechanisms
[23].

In addition, policies contain abstract ideas coming from outside the tech
community [32] and that simply seems alien to them. Related to this problem
is that there is a lack of feeling of moral accountability on the side of software
developers, because they lack comprehension and knowledge of long-term social
consequences or skills to analyse the origin, nature, and manifestation of social
power and its resultant practices and their impact on AI ethics (non-)governance
[23].

Furthermore, Morley argues that the focus is incorrectly on ‘what’ should
be regulated, rather than on ‘how’ ethical concerns should be addressed by the
tech community [34]. The argument that ethical concerns should be solved via
technical means has been made in various places (see e.g., also [18]). We will
see in Section 5 that I disagree that solving ethical concerns is solely a technical
challenge, although of course the focus should be on how to mitigate the concerns
rather than merely identifying them.

Finally, there is a distinct lack of sensitivity for the fact that most of these
policies are generated in the North. It is hard to adhere to policies that were
generated without input from one’s own region and without focus on one’s own
concerns. This is a serious concern and exacerbates existing inequality in the AI
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domain (see e.g., [39]. This concern is closely related to the decolonisation of AI
debate – see, (e.g., [7,22,30,36]).

The result of all this ineffectiveness is ethics shopping, ethics blue-washing,
ethics lobbying, ethics dumping, and ethics shirking [17] which all come down to
transgressions that are amplified by this problem of ineffective and unactionable
policies. Ruttkamp-Bloem [38] summarises actions to mitigate the ineffectiveness
of AI ethics regulation as follows: There are warnings about the gap between the
tech community’s reality and abstract AI ethics ideals (e.g. [26]). Furthermore,
the need for developing compliance tools and mechanisms (translational tools
and methods) has been stressed by various researchers (e.g.,[34,42]). Then there
is a call to collate best practice examples and encourage impact assessment (e.g.,
UNESCO, EU Commission, OECD). Finally, there is a call to encourage inter-
, multi-, and trans-disciplinary collaboration (e.g., [1]) and a call to focus on
people rather than code (e.g., [14]).

In the following sections, I discuss some deliberate suggestions to mitigate
this ineffectiveness. In subsection 4.1 of the next section, I focus on approaches
that broadly focus on ethics by design – namely, focusing on the ‘how’ of AI
ethics, AI4SG, and value-aligned design. In subsection 4.2, I focus on bottom-
up approaches to regulation and AI ethics – namely, data justice and activism,
virtue ethics, and finally, ethics as a service. I then suggest cultivation of a
perspective that views AI ethics as a bottom-up, dynamic reasoning system in
section 5, be-fore I conclude the article.

4 Mitigating the Ineffectiveness of AI Ethics Regulation

4.1 Ethics by Design

This section focuses on introducing ethics by design approaches to the stalemate
in AI ethics regulation. I consider a call for making AI ethics more concrete
by developing translational tools to address ethical concerns, then the AI4SG
movement, and lastly, value-aligned design approaches. Note that this is sim-
ply an introduction and not a thorough engagement with literature on these
approaches.

The call to make approaches to AI ethics more concrete advocates moving
from ‘what’ to ‘how’ and for “hands-on concrete suggestions for ethical machine
learning from within the machine learning community . . . in terms of technical
methods of addressing concerns around bias, transparency, and accountability”
[38]. The conversation is about actualising the “dual advantage of ethical ma-
chine learning” [34], which means making the most of opportunities but min-
imising harm. This objective requires “asking difficult questions about design,
development, deployment, practices, uses and users, as well as the data that fuel
the whole life-cycle of algorithms” [34]. To respond to these questions the focus
is on developing translational tools to address ethical concerns in the design and
development phases of AI systems.

Related to this call to move to the ‘how’ of machine learning in AI ethics
debates is the rise of ‘critical machine learning’. Proponents of this approach call
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for the fairness, the accountability, and the transparency of machine learning
systems under the rubric of FATML concerns (e.g.,[13,15,40] and work done by
the ethics and society branch of Deepmind, the Open AI initiative, and the ACM
FAccT conference).

When we turn to AI4SG, the idea here is that “. . . well-designed AI is more
likely to serve the social good” [19] as designing AI for social good “has the poten-
tial to address [existing] social problems effectively through the development of
AI-based solutions” (Floridi, 2020). Floridi et al [19] suggest 7 ethical factors to
consider in the context of AI as a technology designed and used for the advance-
ment of social good. . . . these are: (1) falsifiability and incremental deployment;
(2) safeguards against the manipulation of predictors; (3) receiver-contextualised
intervention; (4) receiver-contextualised explanation and transparent purposes;
(5) privacy protection and data subject consent; (6) situational fairness; and (7)
human-friendly semanticisation”. This approach is often focused on promoting
health, contributing to sustainability goals such as food security, and creating
opportunities for marginalized communities to participate in the global economy.

We come now finally in this section to the broad approach of value aligned
design to address AI ethics concerns (see, e.g. [16]). The idea here is that “[a]n
ethical, human-centric AI must be designed and developed in a manner that is
aligned with the values and ethical principles of a society or the community it
affects” [5]. This is an idea that is picked up again in Section 5.

The IEEE Ethically Aligned Design project which is part of their Global Ini-
tiative on Ethics of Autonomous and Intelligent Systems is seminal to research on
ethics by design. Their general principles for Ethical Aligned Design are human
rights, well-being, accountability, transparency, and awareness of misuse [25].
Their objectives are to promote personal data rights and individual access con-
trol, well-being promoted by economic effects (connectivity), legal frame-works
for accountability, transparency and individual rights, and policies for education
and awareness. This project is founded on classical ethics, well-being metrics,
embedding values into autonomous systems, and methodologies to guide ethical
research and design [25]. They warn that since the full benefit of AI technologies
can only be realised if they are aligned with “our” (human) values and princi-
ples, “debate around the non-technical implications of these technologies” [25]
is crucial and should inform their design.

There are some concerns about the success of ethics by design approaches in
terms of being only focused on the design stage and not leading to continuous
impact assessment and responses. See the next subsection for a reflection on
these concerns in the discussion of ‘ethics as a service’. But now let us turn to
bottom-up approaches to AI ethics.

4.2 Bottom-up Ethics

When considering bottom-up approaches to actionalise AI ethics regulation, I
consider data activism, virtue ethics approaches, and an approach called ethics
as a service. Again, please note this is not at all intended to be a thorough
reflection on all literature on these approaches, but merely an introduction. We
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first turn to data activism. Data activist research is a strong example of machine
learning practitioners taking action to respond to and mitigate ethical concerns
around decisions generated by autonomous AI systems. This kind of research
may offer a way in which to actionalise AI ethics regulation bottom-up or at
least of anchoring its abstract principles in the real world more firmly. But is
also faces obstacles such as finding consensus on what would benefit or harm a
particular community.

Let us first consider the notion of ‘data activism’. Kazansky et al [27] explain
that the aim of data activists is to problematise massive data collection and is
focused on ordinary citizens engaging with information technology. To change the
way in which big tech companies or state agencies engage with data, the focus is
on mobilising data sets for social causes [27]. Milan and van der Velden add that
by “[p]ostulating a critical / active engagement with data, its forms, dynamics,
and infrastructure, data activists function as producers of counter-expertise and
alternative epistemologies, making sense of data as a way of knowing the world
and turning it into a point of intervention” [31].

When formulating the notion of ‘data activist research’ then, Kazansky et al
suggest a new approach to knowledge production combining “embeddedness in
the social world with the research methods typical of academia and the innova-
tive repertoires of data activists” [27]. The core of data activist research is that
it is focused on more than doing no harm, more than lessening the moral and
social impact of data-driven practices, as here the focus is on actively facilitating
change for the better in communities in which data driven practices are applied
(this echoes the ethics by design aim mentioned in the previous sub-section),
which means that data has to be representative of “the needs and interests” of
those it is intended to support [27].

As such, this kind of research focused on the research, design, development,
and deployment stages of AI technologies, generates ethical values and their
regulation from the bottom up, and totally throws out any notion of tick-box
ethics. The Global Partnership on AI and Alan Turing Institute’s Data Justice
Project [6] inform this kind of research by filling a gap in current data justice
research by engaging “. . . with individuals with diverse and contextually specific
lived experiences of injustice or marginalisation and those actively combating
these, in this case, as related to data”. In addition, data activist research offers
a fertile domain of application to the call for social systems analyses of machine
learning practices such as suggested by Crawford and Calo [14].

A second kind of bottom-up approach centres on virtue ethics (see, e.g.,
[24]), In this context, being virtuous is a lifelong journey and not a quick-fix
or tick-box affair. For Aristotle specifically, virtue is not the result of abstract
understanding of what is truly good for us, rather it is the result of training and
habit based on rational deliberation in each situation [37]. The value of such an
approach for AI ethics is that it enables “situation-specific deliberations, [and
focuses on] . . . addressing personality traits and behavioural dispositions on the
part of technology developers” [23].
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Furthermore, an interesting twist introduced by this approach is that it
is focused on individual members of the tech community, rather than on AI
technology itself (see [8,23,29]). Because of this twist, this kind of approach would
also contribute to addressing the moral deskilling that Vallor warns of [46] when
humans become too used to the decisions generated by artificial agents [38].

In addition, the focus in Aristotelian virtue ethics is precisely on how to har-
ness intellectual and moral virtues together to ensure a virtuous life. Thus, the
focus in AI ethics virtue-based approaches should be on “techno-moral virtues
such as honesty, justice, courage, empathy, care, civility” [23]. Hagendorff [24]
specifically suggests the virtues of justice, honesty, responsibility and care as the
four “basic AI virtues” and then adds prudence and fortitude as two second-
order virtues “that bolster achieving the basic virtues by helping with overcom-
ing bounded ethicality or hidden psycho-logical forces that can impair ethical
decision making and that are hitherto disregarded in AI ethics” [24]. While this
is an admirable and promising route to take as it makes for rational delibera-
tion, I don’t think this is an agile enough approach to pressing ethical concerns
as translating virtue into mitigation of AI ethics concerns seems not to be an
easy or necessarily intuitive process.

Finally in this section, let us consider a new approach suggested by Morley et
al [35], entitled ethics as a service. The motivation for this approach is that there
seems to be as yet very little evidence that the move from ‘what’ to ‘how’ [34]
has been successful. They highlight various problems with design approaches.
Firstly, almost all translational tools are either too flexible – which leads to
Floridi’s 5 unethical AI ethics practices [17]– or they are too strict (e.g., [11]).
In addition, translational tools are vulnerable to manipulation because they are
“extra-empirical” [35] in the sense of not being evaluated themselves, and they
are diagnostic (for instance fairness tools that identify biased data sets) rather
than prescriptive in the sense of assisting the tech community in knowing what
the right thing to do is. Further-more, translation tools are often viewed as a
once-off test rather than recognising that vigilance is needed not only through-
out the AI system lifecycle, but also that checking for fairness, transparency,
explainability, and robustness are all continuous processes.

Addressing these concerns implies a need to recognise that ethical consid-
eration must be part of everything that happens in a company (e.g., [10] and
must be an ongoing process. Akin to the Cloud Computing model of ‘Plat-form
as Service’, which “represents a set-up where the cloud provider provides the
core infrastructure, such as operating systems and storage, but users have ac-
cess to a platform that enables them to develop custom software or applications”
[35], Morley et al suggest a model for AI ethics as ‘Ethics as a Service’. This
approach is based on Habermas’ notion of discourse ethics [20] and Floridi’s no-
tion of distributed responsibility [18]. In an ethics as a service approach to AI
ethics responsibility would be distributed over (at least) an independent multi-
disciplinary ethics (advisory) board and the internal company employees.

The advisory board would develop a principle-based ethical code which is
negotiated by / with all stakeholders (also ethical ‘patients’) in a process of
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“open discourse” [20]. They would then decide on a process for evaluating, veri-
fying, and validating of algorithmic design to ensure pro-ethical design and would
conduct regular audits that include or cover the whole company [35]. Internal
company employees would ‘customise’ the above by defining ethical principles
contextually, identifying the most appropriate translational tools in a given con-
text and ensuring they are used in design processes, and documenting all design
processes.

Morley et al [35] acknowledge that this approach may still not fully ad-
dress the concern that “the impacts of AI systems cannot be entirely con-trolled
through technical design”, mostly because of the unexpected, unpredictable, and
non-linear ways in which agents and systems interact with each other in complex
systems. This approach is a step forward however in terms of acknowledging that
AI ethics is not a static set of rules and that we need a bottom-up approach in
AI ethics. Let us now turn to the suggestion of viewing AI ethics as a dynamic
reasoning system.

5 AI Ethics as a Dynamic Reasoning System

When we reflect on the options considered in the above to mitigate the overall
inactionability of current regulation of AI technology, we see that they all miss
one important ingredient. This is flagging what is needed to find reasoned ways
forward when faced with ethical dilemmas, which also presupposes the ability to
identify these dilemmas in the first place.

Being faced with abstract principles that are not anchored in the real world
– or in the world of the tech community for that matter – helps nothing towards
this aim. Having abstract principles as sole navigation tool means there will
always be obstacles when trying to concretise them as they may not be com-
putationally tractable, may be overly demanding, might endanger other values
(see [48]) and might be foreign to the culture at issue [39].

But, ethics by design approaches such as building translation tools, having
an AI4SG or ethically aligned design approach hold the possibility for flagging
reasoning, as do bottom-up approaches such as data activism, virtue ethics and
ethics as a service. There is however little time spent when these approaches
are unpacked to explain core issues related to such an aim. Building translation
tools may be viewed as a once-off for instance (see other points of critique in the
previous section) and it is not clear how such tools are thought to contribute to
solving ethical dilemmas as the focus is technical. AI4SG and ethically aligned
design approaches often lack exposition of how this thinking feeds into the de-
velopment, deployment, use and end of use stages of the AI system life cycle and
again ultimately seem more technically focused although there is some space
for ethical deliberation. Data activists are not clear on how they would build
consensus on what a community’s needs are and neither do ethics as a service
supporters explain how exactly customisation of principles and consensus build-
ing would happen in each company. In its turn, virtue ethicists must explain
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how to motivate the tech community to subscribe to certain virtues in the first
place, although this approach does clearly flag rational deliberation.

Furthermore, Ananny and Crawford [9] warn that AI ethics must deal with
the fact that algorithmic systems are designed, developed, deployed, and used
in contexts within which both human and non-human actors operate and have
many ‘non-deterministic’ impacts on each other. In response to this warning,
AI ethics cannot be practiced as a loose-standing or static kind of set of aims
that can be objectively achieved through technical means, as not only does the
technology not necessarily (re-)act in predictable ways, but the social systems
underlying it and to which - or within which - it is applied are also unpredictable
and dynamic [38]. Terzis [44] suggests that in that case AI ethics “should be
seen as a reflective development process” spanning all actions relating to the full
lifecycle of systems and including all actors.

All these considerations make clear that AI ethics is an adaptive process, a
real-world process, a continuous process, and a contextual process. This means a
few things. Apart from needing more than top-down principle-based regulation,
it also cannot be thought of or approached in terms of technological solutions
only, since AI ethics is caught between a rock and a hard place: it mitigates
possible harm from AI systems on the one hand, and, on the other hand, it also
mitigates the underlying systemic – geopolitical, environmental, and economic
– challenges faced by society at a given time [38]. These challenges changes
character all the time and they are levelled at complex and disruptive systems,
and so does the very technology at issue.

To steer through this kind of fluidity to identify and address ethical con-
cerns around machine learning driven technology asks for two different sets of
interaction. On the one hand, interaction should take place between the com-
munity impacted by a specific machine learning-generated decision or prediction
and the employees of the company or government unit designing, developing,
deploying, or using the model (or set of models) in question. On the other hand,
such inter-action should take place among members of the tech community and
policymakers. This kind of interaction builds on all the approaches discussed in
the previous section but central in this approach is reasoned, bottom-up interac-
tion; focused on solving ethical dilemmas in a particular context to the benefit
of all involved, with the focus on establishing just AI technology and AI ethics
ecosystems.

Needed to guide this interaction and solidify it into actions is the ability to
accurately identify and categorise ethical dilemmas, such that reasoned options
for solving them can be put on the table. Given the fluidity mentioned above
and the domain specificness of ethical concerns in the cultural sense – think back
to the Mohanty quote in section 2 – and in the sense that AI ethics concerns
in healthcare will differ from those in the financial world and again from those
in the military, or those in climate change or those in combined AI and nuclear
applications, it is clear that this reasoning will take place in contextual ways. It is
also clear that identifying and categorising ethical dilemmas in this domain need
inter- and trans-disciplinary training, or collaboration. One must know what the
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kind of world is in which the technology at issue will be deployed and used,
who decides, who will be impacted on, and why and how; all the different pieces
of the puzzle need to be considered and reflected on, as well as how they slot
together in each case, to identify where the ethical tensions would be in each
concrete case.

Then, once a specific set of tensions is identified, determining what the right
thing to do is demands reasoned analysis and evaluation of impact assessments,
consideration of measures in place to find consensus in communities, weighing up
options to break dilemmas, and realising the principle of proportionality and do
no harm in every case. Most ethical concerns in AI ethics appear in some form
of a dilemma or tension between different principles (e.g., [20]). These tensions
include for instance quality of service vs. privacy, personalisation vs. solidarity,
convenience vs. dignity, accuracy vs. explainability, privacy vs. transparency,
accuracy vs. fairness, satisfaction of preference vs. equality, and efficiency vs.
safety and sustainability [48]. They are always contextual, linked to particular
technologies / algorithms, and founded upon deep ethical and political ideals
[48]. This reminds of Mittlestad’s [32] warning that AI ethics is “. . . effectively
a microcosm of the political and ethical challenges faced in society” at a given
time. This, in turn, echoes Hagendorff [23] when he points to the playing field
of AI ethics as “a widely diversified set of scientific, technical and economic
practices, and in sometimes geographically dispersed groups of researchers and
developers with different priorities, tasks and fragmental responsibilities”.

To find the way through these challenges, to realise the need for being adap-
tive and dynamic, be contextually relevant, pay attention to community con-
cerns, act within existing policy, and find computationally tractable solutions
all ask for training in ethical reasoning and puzzle-solving abilities. These skills
unpack into analysis and synthesis, argument building and rational deliberation,
and finally offering reasoned solutions to each given problem on its own merits.

6 Conclusion

I considered possible harms from data-driven AI technology and the reaction to
the concerns raised from policy-side. I then considered solutions offered that are
design-based and bottom-up. Building on aspects of each of these approaches, I
finally suggested that AI ethics should be bottom-up, dynamic, agile and adap-
tive, contextual, and above all reasoned.

Such an approach will ensure AI ethics is practiced in the spirit of living in
harmony and peace as it would confirm, respect and promote the interconnect-
edness of all humans with each other and with the environment and ecosystems.
Taking a case-by-case, reasoned, bottom-up stance in AI ethics may be the most
viable, sustainable, and agile route to form the “organic, immediate, uncalcu-
lated bond of solidarity, characterized by a permanent search for non-conflictual,
peaceful relations, tending towards consensus with others and harmony with the
natural environment in the broadest sense of the term” that the UNESCO value
of peace and harmony demands [45].
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Abstract. Google Search is arguably one of the primary epistemic tools in use 
today, with the lion’s share of the search-engine market globally. Scholarship on 
countering the current scourge of misinformation often recommends “digital lit-
eracy” where internet users, especially those who get their information from so-
cial media, are encouraged to fact-check such information using reputable 
sources. Given our current internet-based epistemic landscape, and Google’s 
dominance of the internet, it is very likely that such acts of epistemic hygiene 
will take place via Google Search. The question arises whether Google Search is 
fit for purpose, given the apparent misalignment the general epistemic goal of 
promoting true beliefs and the greater online commercial ecosystem in which it 
is embedded. I argue that Google Search is epistemically problematic as it stands, 
mainly due to the opacity related to the parameters it uses for personalising search 
results. I further argue that in as far as an ordinary internet user is legitimately 
ignorant of Google’s workings, uses it in an “ordinary manner”, and is generally 
unable to avoid using it in the current information environment, they are not ep-
istemically blameworthy for any false beliefs that they acquire via it. I conclude 
that too much emphasis is currently placed on individual epistemic practices and 
not enough on our information environment and epistemic tools when it comes 
to countering misinformation.  

Keywords: Google Search, Epistemic tool, Personalisation, False beliefs, 
Blameworthiness, Veritistic value 

 

1 Introduction 

Search engines and other internet platforms currently constitute vital epistemic tools on 
a global scale.1 Taddeo and Floridi [1] rightly point out that the large internet platforms 
are information gatekeepers in that they control access to and the flow of information 
in our societies. The focus in this paper will be on those platforms that primarily serve 
to link up users to information online.  The main players here are search engines (with 

 
1 “Epistemic tools” here refers to tools by means of which we obtain information in order to form 

beliefs about the world.  
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Google Search the most widely used by a massive margin) and various social media 
sites (with Facebook dominating).2 Currently, there is much focus on the problem of 
misinformation and disinformation that stems from our information environment. The 
internet is a major part of this information environment, and much of the discussion is 
centred around on the political dangers that the commercial internet holds for democ-
racy (e.g. [2] [3] [4] [5]). While this is a grave concern, we face a more general epis-
temic danger as a result of the current workings of the commercial internet, in that our 
primary contemporary epistemic tools are owned and operated by a handful of com-
mercial players whose interests are often misaligned with a fundamental epistemic 
good, namely truth-promotion. Thus, we face the possibility that a good-faith enquirer 
who sets out to obtain reliable information on any given topic faces an onerous task 
where the primary tools at her disposal may hinder rather than help her.  

In the current literature, a common view is that one way to remedy the negative 
effects of misinformation on the internet is to promote individual internet users’ digital, 
information, and critical-thinking skills (e.g. [6]; [7]). Internet users are enjoined to 
avoid social media or to fact-check information that they do obtain from such sources. 
The implication is that these are basic epistemic obligations and that an epistemic agent 
who fails to fulfil these duties is blameworthy for any false beliefs they may end up 
holding.3 In contrast, Millar [8] argues that internet users who hold false beliefs ob-
tained via social media are not epistemically blameworthy in that, i) they cannot rea-
sonably be expected to fulfil their epistemic obligations, or ii) they are legitimately 
ignorant of the need to fulfil such obligations. He argues that even if social media users 
are aware of the fact that these are problematic sources of information, they cannot 
reasonably be expected to avoid using social media given its ubiquity and utility. In 
addition, the general user may be excused for not even realising that social media is 
epistemically problematic, given that the extent of their filtering and biasing of content 
is not generally known. My aim is not to assess Millar’s arguments relating to social 
media use but to shift the focus to the internet information environment more generally. 
Presumably, those who direct social media users to fact check their information are 
working from the assumption that it is relatively straightforward to do so. Let us con-
cede that in as far as one knows that one has epistemic obligations, such as needing to 
fact check specific information, and one is able to fulfil such obligations, one is epis-
temically blameworthy for holding false beliefs that stem from not fulfilling these ob-
ligations. A question that arises is whether there is good reason to believe that internet 
users who attempt to fulfil their epistemic obligations will be less likely to hold false 
beliefs. I will argue that this is not the case. In addition, I will argue that the individual 
is not well-placed to compensate for the epistemic shortcomings of our online infor-
mation environment. Arguably, the general internet user who wishes to obtain or verify 
information will do so by making use of a search engine to look for reliable information 

 
2  According to one estimate, as of December 2021, Google had a global market share of (desk-

top) search engines of 85.55% [34]. 
3 I will not delve into the vexed questions of whether there truly are epistemic obligations, nor 

whether and when epistemic blame might be warranted. For a useful recent overview of some 
of these issues see [35]. 
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on the open internet.4 And given Google Search’s dominance, it is likely the search 
engine that will be used. However, I will show that not only is it not clear that a user 
will access reliable information via Google Search, but the average internet user is often 
not well-placed to assess the reliability of the information they obtain or even to know 
that this may be necessary in the first place. Hence, I conclude that internet users are 
often not blameworthy for false beliefs obtained from the internet. I also hold that coun-
tering misinformation will require greater focus on our information environment and 
related epistemic tools.  

 

2 Veritistic value, expertise, and evaluating search engines  

My interest is in information-seeking as it pertains to truth, i.e., instances where we are 
engaged in truth-seeking enquiry. Not all information-seeking relates to truth. One may 
seek out information that confirms one’s pre-existing, for example. But it seems fair to 
say that most of us seek out information in order to establish truth at least some of the 
time. As Goldman [2] points out, “information seeking” is pervasive in our lives, both 
in terms of practical concerns (Will it rain?) and for satisfying our curiosity (Who won 
the game last night?). Much of human life will simply not be possible if truth, or some-
thing near enough, weren’t often the object of our enquiries.  Hence, my focus will be 
on instances of online information seeking aimed at obtaining knowledge as described 
by Goldman [2]: establishing true beliefs in a “weak” sense while avoiding error (false 
beliefs) or ignorance (no beliefs).  

The internet is currently one of our principal sources of information and search en-
gines are our primary means navigating it, making both vital epistemic tools. Goldman 
[2] provides prescient early analyses of the internet and of search engines as epistemic 
tools. He holds that modern societies dramatise the social dimension of knowledge 
where much of our truth-seeking behaviour is aimed at specialised agencies, tasked 
with gathering and disseminating knowledge. Writing in 1999, Goldman mentions the 
World Wide Web as one such agency, alongside newspapers and libraries [2]. Fast for-
ward 25-odd years, and the picture looks remarkably different. Our primary current 
knowledge (information?) gathering and disseminating agency is the World Wide Web, 
or, more accurately, the major online platforms that dictate the architecture and traffic 
on the commercial internet [4]. This is especially true of the search engine-social media 
nexus formed by Google (and parent company, Alphabet) and Facebook (and parent 
company, Meta). Clearly, Goldman’s useful analysis of, what he calls, the veritistic 
value of internet communication technology needs to be updated to accommodate the 
central role that today’s internet occupies. “Veritistic value” refers to a practice or 
agency’s propensity to affect the beliefs of those who engage with it. These are ac-
corded positive verististic value in accordance with the degree to which they lead to 
true beliefs rather than false beliefs in their users. Communication technologies can be 

 
4  See, for example, [36]. 
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assessed along veritistic lines as well. Roughly, technology that allows for the trans-
mission of information in a way that allows for an increase in true beliefs in its users, 
and/or a decrease in false beliefs and/or ignorance in its users is veritistically valuable. 
It seems uncontroversial to claim that the internet and search engines, in particular, 
have significant veritistic value. Yet, remarkably few assessments of their veritistic 
value exist. Goldman’s early and brief analysis is now mostly outdated. In 2012, Simp-
son [3] updates Goldman’s analysis in accordance with the subsequent developments 
in internet technology and the role that it had come to play in society by then. I will 
briefly discuss these two foundational analyses before moving to update them in light 
of developments since 2012. My focus will be on Google Search as globally dominant 
search engine. 

Goldman’s analysis of what he terms “Computer-Mediated Communication” is pres-
cient in its identification of how the internet environment can hinder the veritistic 
“knowledge enterprise” [2]. His main concerns were with navigating the vast amount 
of information available and the trustworthiness and reliability of that information, 
since anyone can post information online. His focus fell on search engines and blogs, 
and news- or chat rooms—early precursors to social media. Veritistically, he accorded 
low value to blogs and news- and chat rooms. The former he saw as being parasitic on 
newspapers and other traditional forms of media [9]. With the latter, he raised concerns 
about the possibility of what has come to be termed filter bubbles [10], or what he called 
“narrowly selected listening” [9]. An additional concern was the proliferation of “in-
fojunk” (ibid), where anonymity and the absence of oversight and accountability meant 
that there were very little constraints on truth-telling. He also raised the spectre of com-
mercial advertising, which could further call the motivation behind and reliability of 
posted information into question. He uses the example of the advertising of medicines 
masquerading as medical information. Of course, these problems are now associated 
with social media.  

In contrast, Goldman sees search engines as necessary online epistemic tools with 
great potential for positive veritistic value. Search engines are tasked with addressing 
two major impediments to finding information online: i) indexing all of the information 
posted and ii) presenting information relevant to a specific enquiry in a useable form 
(i.e. in a way that the user can make use of in a realistic timeframe).5 Hence, he suggests 
that search engines need to be evaluated along the dimensions of precision and recall. 
Precision is the ratio of relevant documents returned to a user's query over the total 
number of documents (both relevant and irrelevant) returned. Recall is the ratio of total 
relevant documents returned to the total number of [relevant]6 documents on the web. 
While seminal, Goldman’s work on the epistemic valuation of search engines are per-
functory, perhaps indicative the epistemic role occupied by the internet in 1999. More 
than a decade later, the epistemic picture had changed drastically, paving the way for 
Simpson’s more detailed analysis of Google Search as the by then dominant search 
engine. Simpson’s analysis would show how search engines could potentially be 

 
5 Note that relevant information need not be accurate or authoritative. Relevant information is 

simply information that seems to pertain to a given query, whether accurate or not.  
6  See Simpson [3]. 

326



5 

plagued by problems similar to those Goldman identified with blogs and news- and chat 
rooms. 

Simpson’s starting point is also the necessity of search engines. Given the vast 
amounts of information on the internet, a way is needed to link up a query to relevant 
information. In addition, all the potentially relevant information identified needs to be 
ranked, since no one can hope to sift through even a fraction of the relevant information 
available, let alone in a manageable timeframe. Simpson makes a useful distinction 
between the ways in which we generally use search engines, namely, navigationally 
and informationally. Navigationally, one uses a search engine to retrieve a particular 
bit of information one already knows about.7 Informationally, we use search engines to 
find information on a topic where we do not have a specific bit of information in mind 
(e.g. information on the efficacy of a vaccine). In such enquiries, there may be many 
relevant sources of information. He concludes that in such informational searches con-
temporary search engines fulfil the role of surrogate experts. This points to additional 
dimensions along which search engines can be epistemically evaluated.  

To illustrate, let us say that we want to establish whether p or not-p. An expert is 
someone who already reliably knows whether p or not-p. An effective (i.e. reliable and 
quick) way of establishing whether p or not-p is to consult an expert. Note that expertise 
comes in degrees. Whereas a “shallow” expert may only be able to authoritatively an-
swer whether p, a “deep” expert will be able to contextualise p in terms of a bigger 
domain of knowledge and point out other relevant and reliable sources. Hence, a deep 
expert can evaluate the relevance and reliability of sources of information on p. The 
navigational use of search engines corresponds with the functions of a shallow expert, 
while the informational use corresponds to that of a deep expert. In presenting search 
results, a search engine is in effect making a judgement on the relevance of the infor-
mation in the linked pages. And placing the results in a particular order on the search 
results page (SERP) implies that these are ranked in accordance with relevance (if not 
necessarily reliability).  Here, search engines fulfil part of the function of a deep ex-
pert—pointing an enquirer to relevant sources of information. We can value them ver-
itistically in accordance with this function. 

Simpson thus adds timeliness—how long it takes a user to find relevant links on the 
SERP—and, when there is more than one relevant result, distributed timeliness—how 
all the relevant sources are distributed over the SERPs. Crucially, he also adds authority 
prioritisation and objectivity.  Needless to say, all webpages containing relevant infor-
mation are not necessarily reliable or trustworthy. Given the growth of the web, Simp-
son argues that a search engine that is able to distinguish between (seemingly) relevant 
pages with truthful content and those peddling falsehoods would be extremely veritis-
tically valuable. In fact, we cannot do without this function. Hence, he adds the dimen-
sion of authority prioritisation—the ability to rank reliable, rather than merely relevant 

 
7  Simpson uses the example of finding a particular quote by a politician to verify who made the 

remark. 
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sources of information higher on the SERP.8 One difficulty here is to identify comput-
able markers of epistemic authority.  

Simpson also adds the criterion of objectivity. Even when successfully identifying 
and prioritising reliable information, search engines could potentially skew the results 
by ranking some reliable sources higher than others. A practical constraint on using 
search engines informationally is that users tend to only consult the first few listed re-
sults. Hence, it is theoretically possible to rank all available links to reliable information 
in such a way so as to provide accurate but biased information. Simpson uses the ex-
ample of a query regarding important philosophers. Let us assume there are three sets 
of important philosophers: German, French, and neither German nor French. Even if a 
SERP successfully prioritises all the authoritative sources on important philosophers 
available, it is still possible for these sources to be grouped so that those pertaining to 
important German philosophers are clustered at the top of the list, while all those per-
taining to neither German nor French are grouped in the middle, and all those pertaining 
to French philosophers are grouped towards the end. Such results may count in the 
thousands. Practically speaking, a good faith and (mostly?) conscientious enquirer will 
still come away with the impression that there are no important French philosophers. 
Hence, Simpson adds an objectivity criterion—where equally reliable results are ran-
domly distributed over SERPs to counter potential bias. Thus, Goldman/Simpson give 
us five dimensions along which to judge search engines as epistemic tools: precision, 
recall, timeliness/distributed timeliness, authority prioritisation and objectivity. These 
need not be the only relevant assessment criteria, but they are certainly essential. Our 
discussion will be confined to the latter two dimensions.  

On Simpson’s own analysis, search engines, and specifically Google Search, fall 
short on objectivity. This was due to the then relatively recent practice of the personal-
isation of results. Simpson discusses personalisation in terms of using algorithms to 
rank results in accordance with a specific user’s past browsing habits (individual per-
sonalisation) or with the browsing habits of other users deemed similar to that user 
(profile personalisation). This causes search results to be ordered in terms of an algo-
rithmic “judgement” of what that user would likely find relevant, based on pages that 
that user (or similar users) has visited before. Simpson argues that personalisation thus 
falls foul of his objectivity criterion, since the ranking of information relevant to a query 
is not done on epistemically defensible grounds. Potentially, individual and more gen-
eral biases could be reinforced, leading to the epistemically disvaluable result of a de-
crease in understanding, if not in true belief. Understanding the distinction here is im-
portant, as my claim is that current personalisation practices are in fact potentially ep-
istemically worse than Simpson recognises. What he doesn’t consider is that results 
personalisation could also fall foul of his authority prioritisation/relibility criterion.  

Simply put, Simpson’s main concern with search engines and personalisation is that, 
although two users may enter the exact same query, the search engine will rank relevant, 
reliable sources differently for those two users, depending on their own past browsing 
habits and those of users like them. Thus, even though both users will be presented with 

 
8  Reliable here refers to bearers of truthful testimony that answers an enquirer’s informational 

need. 
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reliable information and can form true beliefs about the object of their enquiry, they 
will lack the understanding that arises from an objective overview of the available re-
liable information. Going back to our important philosophers, the results pages, while 
containing the same reliable sources relevant to the query, may be ranked such that user 
A comes away with true beliefs about only important German philosophers, while user 
B comes away with true beliefs about only important French philosophers. Both will 
have true beliefs but will lack understanding relating to the topic of important philoso-
phers as a whole. The idea is that objectivity gets a user from true belief to understand-
ing and knowledge and hence personalisation threatens knowledge. What Simpson fails 
to recognise is the impact that personalisation potentially has on authority prioritisation 
and hence on true belief simpliciter. We may contest Simpson’s claim that true 
knowledge entails understanding or argue that his thought experiment is contrived and 
that such non-objective SERPs will be marginal cases. However, falling short on au-
thority prioritisation and, by extension, reliability, is much more serious in an epistemic 
tool. It is also a failing that a conscientious user cannot easily recognise or compensate 
for. 

3 Assessing Google Search 

3.1 Commercial incentives 

Key to understanding Simpson’s assessment of Google Search is his assumption that 
along the four dimensions of epistemic assessment other than objectivity, the interests 
of search engine operators, users, and society are aligned. It is worth quoting him in 
this regard [3]: 

Search engines’ core business models are structured around advertising; 
Google provides a free service to enquirers, making money by 
providing sponsored links. Each time an enquirer clicks on a sponsored 
link, a small amount of income is generated for Google. The higher the 
number of enquirers who click on sponsored links, the higher Google’s 
revenue. So, it is in Google’s interest to provide as excellent a service as 
possible to the enquirer, to maximise the number of enquirers who use the 
search engine. Sheer volume of traffic is the strategy. Given that precision, 
recall, timeliness, generalised timeliness, and authority promotion are all 
dimensions of search engine performance that enquirers desire, it is in 
Google’s interest to perform well on these. There is no reason to suppose 
that these outcomes are anything but publicly desirable (p. 440). 
 
While Simpson is right that Google Search’ core business model is structured around 

advertising and that the aim is to maximise the number of users, he is wrong in suppos-
ing that this necessarily provides an incentive to always deliver reliable rsults. Instead, 
the complex internet advertising ecosystem that has taken shape on the commercial 
internet potentially skews Google’s workings away from primarily delivering reliable 
content towards primarily delivering ostensibly relevant content, i.e. content that the 
user “wants”. In short, with personalisation that draws on the troves of information that 
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Google has on users (and users like them) from across the internet, relevance and reli-
ability may come apart when ranking results. Hence, authority prioritisation/reliability 
can also become a casualty of current personalisation practices.  

To understand how the business model behind the commercial internet potentially 
impacts reliability in search result rankings, one needs a basic understanding of the 
online advertising market. Much of this market, as well as the digital infrastructure of 
the internet, is controlled by two companies, Google and Meta [5]. A massive amount 
of internet traffic goes through platforms, websites, and apps owned by or affected by 
these two companies, making them among the most influential players in shaping our 
current online information environment. One does not need to be a user of Google’s 
products, services, and apps9 (other than Google Search), or of any of Meta’s suite of 
products and services10 to be affected by their dominance. The main source of revenue 
for both Google and Meta is advertising [11] [12]. More accurately, Google and Meta 
make the bulk of their revenue from collecting enormous amounts of data on internet 
users which they use to sell advertising opportunities to other companies and entities, 
both on their own platforms and on real estate that they own across the internet [13] [4] 
[5] [14] [15]. The kinds of data collected can include anything from IP addresses, time 
spent on page content, interaction with content (clicks, likes, retweets, watches, etc.), 
time of day, device type used, browser used, internet connection, etc., to highly personal 
information, such as location, name, telephone number, social connections, contact 
lists, transaction data, relationship status, interests, and browsing habits [4] [16]. The 
key to these companies’ dominance in digital advertising is their ability to use the data 
they collect to target ads at those users who are thought to be most susceptible to what 
is being peddled, based on the analysis of this data. The colossal amounts of data col-
lected is used to develop highly-granular profiles if internet users, which allow for 
highly specific targeted advertising.  

This is where the front-end of these platforms’ operations come in. Firstly, the 
frontend of platforms such as Facebook and Google Search offers advertising space 
where users can be targeted. They also serve as vital sources of internet-user data. Just 
about any interaction with an internet platform is a useful bit of data that can be trans-
formed into information on that user and others like them. Hence, these platforms have 
an incentive to draw users to and keep them engaged on their platforms as much as 
possible. Müller [15] puts it succinctly when he states that “[t]he primary focus of social 
media, gaming, and most of the Internet in this “surveillance economy” is to gain, main-
tain, and direct attention—and thus data supply”. User data is thus also used to tailor 
platforms and deliver individualised content to keep the user engaged on the platform 
for as long as possible. To do this, artificial intelligence is used to classify any given 
user in terms of a given machine-learning model to recommend or deliver content that 
they are most likely to engage with. 

 
9 These include Google Search, Gmail, Google Maps, YouTube, Google Scholar, Google Calen-

dar, and Google Docs, among many others.  
10  These include Facebook, Instagram, and WhatsApp, Messenger, and Oculus, among others. 
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Although the proprietary nature of various online platforms’ recommender algo-
rithms makes it difficult to determine on what basis, exactly, specific content is recom-
mended, it is clear that the system often favours the proliferation of content that Meta 
CEO, Mark Zuckerberg, describes as “sensationalist and provocative” [17]. “Sensation-
alist and provocative” content tends to elicit a lot of engagement on social media and 
keeps users interacting with a given site, app, or service [16]. As it turns out, contro-
versial, highly emotive, and outlandish content—including misinformation and disin-
formation—tends to lead to greater engagement. Hence, AI recommender systems tend 
towards recommending such content. It should be emphasised that this is not a bug of 
the current system but a feature. There is very little incentive to reduce the amount of 
“engaging” content recommended and much incentive to keep recommending it. Argu-
ably, contra Miller’s claim above, it is now generally well-known that (overtly) social 
media feeds are epistemically suspect sources of information due to the dynamic de-
scribed here. Facebook is an especially egregious example.11 In terms of our criteria, it 
should be clear that social media feeds fare badly as veritistic tools, especially on the 
dimensions of objectivity and authoritativeness. What is less appreciated is the extent 
to which Google Search results are also personalised, on the one hand, and affected by 
the above commercial dynamic, on the other. Hence, even though Google Search may 
sometimes have an incentive to deliver reliable results high on SERPs, this is not nec-
essarily always the case. Personalisation and the architecture of the commercial internet 
can undermine this incentive.  

 

3.2 Personalisation and authoritativeness 

To understand how the reliability of search results may be affected, we need a basic 
understanding of how Google Search works. As mentioned, vast amounts of results 
need to be ranked in accordance with their estimated relevance on the SERP. One of 
the main strengths of Google Search is the pioneering way in which it initially accom-
plished this ranking. As its creators point out in their seminal 1998 paper, Google was 
designed to deliver “high precision” results by posting documents deemed highly rele-
vant to the query “in the top tens of results” [18].12 This meant that Google not only 
had to identify documents containing information linked to the search query but had to 
filter those documents for quality and/or other indicators of relevance. For this, Brin 
and Page utilised the linked structure of the web, i.e. the fact that web documents can 
link to one another via hyperlinks. To assess the quality of web documents, these hy-
perlinks were treated analogously to academic citations—the more links to a page there 
were, the higher its “citation importance” [18]. Moreover, not all pages’ links to a par-
ticular page were weighted equally. A link from a page that was itself highly ranked, 
was given more weight than a link from a lower-ranked page.  Pages that were linked 

 
11  See [29] for quantitative analyses relating to its role in the spread of dis- and misinformation 

relating to the 2016 US election. 
12  Users rarely consult results lower down the list [36]. As the amount of information on the web 

grows, the problem of precision becomes more acute. 
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to too profligately, however, were downgraded, to counter obvious attempts at gaming 
the system. Hyperlinking was taken to be an objective measure of quality, and it meant 
that their search engine generally did better than rivals in finding and making accessible 
information relevant to queries. Already in their 1998 paper the authors point out that 
results can potentially be made more relevant, or personalised, by taking a user’s “prox-
imity information” such as “location, home page and bookmarks” into account. Subse-
quently, personalisation expanded exponentially, thanks to the insight that the vast 
amounts of metadata and other data that users generate online (and offline) can be used 
to make inferences about them, leading to ever-more refined possibilities for personal-
isation. Numerous internet platforms now make use of such personalisation to target 
content and advertisements. Personalisation also serves to improve search engine re-
sults, since it helps to narrow down the unimaginably vast numbers of potentially rele-
vant results, e.g. by taking a user’s general location into account. Hence, personalisation 
of some form is indispensable for an effective search engine. Personalisation became 
the Google Search default in 2009 [10]. Currently, Google uses “over 200” parameters 
or “relevance signals” to rank search results [19]. What these are remain proprietary. 
Nevertheless, despite changes to its algorithms over the years, it seems safe to assume 
that content linked to most will generally appear higher up on the SERP [20]; [21]; [22]. 
Google also explicitly states that country, location, past search history, search settings, 
and “recent activity in your Google account” are some of the signals it uses [22].13 
Crucially, users do not know what parameters go into personalising any given result.  

Note that Google states that it uses information from a user’s Google account to 
personalise results. This includes information from its social media platforms, such as 
YouTube [23]. Over and above its own platforms, Google has extensive tracking abil-
ities via third-party tracking, using its advertising/analytics network (e.g., DoubleClick 
and Google Analytics) [23], with which it can gather data on users from across the 
internet, meaning that it does not only have data on Google account holders. In addition, 
profile personalisation also occurs, where results are tailored to a user based on an anal-
ysis of the data of “similar” users. This means that the kind of content one (or those 
deemed similar to one) has accessed on the internet in the past, on social media and 
other sites, can also influence what content one encounters when executing a Google 
search. Hence, the SERP of two different users of Google Search to the same query can 
look very different. A study by Le Huyen et. al [23], for example, found that search 
results on Google News for various politically contentious issues in the US were sig-
nificantly different (i.e. showed significant political partisanship) for fresh user profiles, 
distinctly trained on different browsing histories. These “users” received results that 
were slanted in accordance with their apparent political leanings as inferred only from 
their “browsing histories” and nothing else (as no other information about them ex-
isted). This means that filter bubbles and echo chambers (see [24]) are not necessarily 
confined to overtly social media or to Google account holders. Information gained from 
Google Search may have more in common with information gained via other social 
media sites than is often appreciated. To some extent, at least, Google Search tends to 

 
13  It should be noted that Google denies “personalising” search result rankings, despite making 

use of such signals [36]. 
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give a user “what they want”, as inferred from a legion of data points (ostensibly) about 
them. Problematically, these data points may not indicate that a user “wants” reliable 
search results. 

The extent to which personalisation affects Google Search results is a contentious 
issue in the literature, partly due to the difficulty in designing a study that measures 
differences in search results and partly due to the difficulty in determining what, ex-
actly, constitutes “differences” [23]. There is also disagreement on the relevance of 
such personalisation (e.g. whether it significantly skews the information environment 
of any one user). In essence, assessing Google Search as an epistemic tool takes place 
in an information vacuum. From the users’ perspective, they may know that their search 
results have been personalised but not what has gone into determining particular results. 
This is already undesirable from an epistemic standpoint. Moreover, information that 
is publicly available paints a picture that gives us reason for concern. 

Simpson was right in his argument that taking a user’s past browsing behaviour into 
account when compiling a SERP potentially compromises objectivity, even if all of the 
results are from reliable sources. What Simpson failed to appreciate was that it may not 
always be in Google Search’s interest (or power) to deliver reliable personalised re-
sults. Trivially, some users may want relevant but unreliable information, e.g. infor-
mation that supports their favourite conspiracy theory. However, it turns out that deter-
mining whether or not a user “wants” reliable information may not be straightforward. 
As explained, what users “want” is inferred from their past online behaviour and that 
of users “like” them. Such behaviour may skew towards unreliable content, but this 
need not indicate that this is what the user is after. A user or type of user may spend 
time browsing outlandish conspiracy theories, for example, but this may be an artefact 
of the commercial internet business model rather than indicative of preference.  We 
have seen that personalisation tends to skew towards unreliable content on more overtly 
social media platforms, such as Facebook and YouTube. If the content they (or those 
“like” them) access here is taken to account by Google Search, this will steer them 
towards more such content. In addition, users often browse the web via social media 
platforms, thus adding more data points on the content that they “want”, and they may 
become trapped in a vicious feedback loop. So, the first point of concern is that we do 
now know what parameters go into a given result nor how they are weighted.  There is 
also reason to think that past browsing behaviour may skew results away from reliabil-
ity, even for good faith enquirers who may be after reliable information. 

A further concern is, even if reliability/authoritativeness features strongly as a pa-
rameter irrespective of a user’s profile, we do not know how reliability/authoritative-
ness is determined.14 As Goldman [2] appreciated, finding a calculable marker of au-
thoritativeness is difficult. It seems safe to assume that the incoming-link ranking sys-
tem described above still features, but this has limitations. Arguably, a high volume of 
incoming links from influential sources is a measure of popularity or notoriety more 
than of authoritativeness or reliability. This has become more problematic than it might 
have been in 1998, given the proliferation of content on the internet, the influx of mis- 

 
14  Google states that it uses signals to identify expertise, authoritativeness, and trustworthiness, 

but does not specify what these are [22]. 
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and disinformation, and the tendency to promote provocative content on social media. 
In a sense, Google themselves concede this problem in that they make use of human 
quality controllers to assess various proposed changes to the search engine to ensure 
“better quality” results [25]. Human quality controllers are tasked with assessing (seem-
ingly randomly) the quality of websites delivered on SERPS in response to queries. 
According to the guidelines given to these raters, when it comes to pages with what 
Google calls “Your Money or Your Life” (YMYL) content, special attention needs to 
be paid to assessing the “expertise”, “authority”, and “transparency” of those pages 
[26].  YMYL content “could potentially impact a person’s future happiness, health, 
financial stability, or safety” and includes content relating to news, health, finance, gov-
ernment, and “other”. Inter alia, quality raters are encouraged to determine whether the 
content of the pages they encounter was created by authoritative or reputable sources 
and whether it is “factually accurate” across the range of YMYL topics just mentioned. 
Hence, this human quality control system is partly meant to assess the workings of the 
search engine along our dimension of authoritativeness ( [26]). Nevertheless, the guide-
lines on how to determine “expertise”, “authority”, and “trustworthiness” rely very 
heavily on external, “offline” markers of authority—reputation, institutional recogni-
tion, and the like. Raters also need to assess YMYL pages in terms of “accuracy and 
well-established medical/scientific/historical consensus where such consensus exists”, 
but how these are to be determined other than by referring to the reputation of page 
content creators is not made clear. The expertise of the quality controllers is also un-
known. 

In terms of assessing Google Search along the dimension of reliability/authoritative-
ness, the epistemic picture, so far, is at best opaque. We know that search results are 
personalised, but we do not know what exactly goes into such personalisation. We have 
to trust that Google Search gives a high ranking to reliable sources, but we do not know 
to what extent this is the case. We also do not know what its metrics for establishing 
reliability/authoritativeness are nor how accurate these are. These are major obstacles 
to developing a fair assessment of the veritistic value of Google Search. It also does not 
bode well in terms of individual users’ epistemic obligations. When attempting to fact 
check a given piece of information, a simple informational Google Search may or may 
not result in a SERP where the most reliable sources of information are most highly 
ranked. Problematically, a user may be directed towards unreliable sources of infor-
mation if their data points seem to suggest that these sources are most relevant to them, 
even if they are, in fact, after reliable information.  

3.3 Manipulation 

The problem is exacerbated when one considers that Google Search rankings can be 
gamed. Famously, one week after the 2016 US election, the top news listing in a Google 
search for “final election results” was a link to a blog called “70 News”, which falsely 
reported that Donald Trump had won the popular vote [27].  Similarly, in 2017, search 
terms relating to a report on Russian interference in the 2016 US election and other 
politically sensitive issues in the US yielded top links to RT, a Russian, state-sponsored 
TV-network and online site said to feature state propaganda and found to have spread 
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misinformation relating to the 2016 US election [28]; [29]; [30]. While outside observ-
ers cannot definitively show that such incidents are due to successful manipulation of 
Google Search, the likelihood is strong. Moreover, if such incidents were the result of 
the organic working of Google’s system instead of manipulation, it would be worse 
from an epistemic point of view, as it would mean that Google’s ranking systems some-
times fails dismally in filtering for reliability, even while working as intended.  It is 
likely that these are examples of successful manipulation. As Ghosh and Scott [30] 
explain, whereas “white hat” search engine optimisation entails trying to move up the 
SERP through website architecture, content formatting, and getting other sites to link 
to yours, “black hat” search engine optimisation attempts to trick Google’s algorithms 
into putting certain content high on SERPs for a short period, such as a news cycle, to 
influence opinion. This can be done, inter alia, with rich, regularly updated content, 
coordinated backlinking by a set of domains, promotion through social media and ad-
vertising spends [30].  

The potential interplay between Google Search results and the business model of the 
rest of the commercial internet became most apparent in 2016 when in Veles, Macedo-
nia, a cottage industry in generating online advertising income via cobbled-together 
websites experienced a massive windfall due to the United States presidential elections. 
Velesian teenagers set up websites on which they posted mostly fabricated, outrageous 
content relating to the US election.15 They then posted links to their websites to various 
fake accounts on Facebook, from where the post could go viral and drive traffic to their 
websites and the waiting Google advertisements [31]. Such deceptive, “junk news” 
sites were widely shared on social media and achieved, for a while at least, high rank-
ings on Google Search [32] [33]. Whereas junk sites dropped down the rankings after 
August 2017, when Google announced changes to its recommender algorithms, Brad-
shaw has subsequently detected an upwards trend in their ranking again, indicating an 
adaptation in gaming strategies [33]. Depending on the sophistication of the manipula-
tion campaign, it is potentially difficult for a user to determine whether they have been 
served such manipulated content.  

From the above, it should be clear that we have reason to question to veritistic value 
of Google Search as an epistemic tool. This is largely due to the lack of information 
available to end-users on its functioning. End users cannot easily establish what factors 
went into determining any given SERP. A user’s own browsing history, and/or that of 
others deemed “similar” to them may affect both the objectivity and the reliability of 
results. Moreover, even if reliability features strongly as a ranking criterion, users do 
not know how it is measured or whether the metrics used are effective. Finally, we 
know that there are attempts to manipulate Google Search and that patently false con-
tent has appeared high up on SERPs in the past. All of these considerations count 
against Google as epistemic tool. It potentially does badly along two of the most im-
portant dimensions of assessment for veritistic value, namely objectivity and authority 
promotion.  

 
15  This also highlights another epistemically perverse incentive of the dominant web platform 

business model—creating junk content for commercial gain. 

335



14 

Clearly, a search engine that makes it easier to determine how strongly reliability 
features as a parameter in a given result and that is forthcoming on how it determines 
reliability will have greater veritistic value than Google Search. Hence, I suggest that 
the dimension of transparency, as it relates to the reliability of search results as an 
additional dimension along which the veritistic value of search engines should be as-
sessed. At a minimum, a user should have some indication of how reliability featured 
in the ranking of results to any given search. Ideally, a user should have some, easily 
implemented, control over what goes into personalising a search, especially along the 
dimension of reliability. In addition, independent researchers need access to more in-
formation on Google Search’s functioning is as far as it is necessary to determine its 
veritistic value. This is where epistemic and commercial interests potentially converge. 
It may be epistemically desirable to know what signals go into determining search re-
sults, but it may not be in Google’s commercial interests to divulge this.16 

I further contend that Google Search can be deemed ethically blameworthy in as far 
as it is (epistemically) illegitimately opaque in terms of how it identifies and ranks 
search result and in as far as it allows commercial considerations to outweigh epistemic 
considerations. The reason for this is firstly its presentation of itself as a trustworthy 
epistemic tool. Of course, as a commercial entity, Google Search need not function as 
an effective epistemic tool as measured along our criteria, as other social media plat-
forms clearly do not do. However, it should not present itself as such. In as far as it 
does, it can be accused of being deceptive. In addition, in as far as it needlessly obscures 
its workings, making it difficult to independently determine its trustworthiness, it can 
also be held ethically blameworthy. Other technologies are required to both warn 
against and mitigate possible harms that may arise from their use. This should be the 
case here too. Google Search’s dominance of the search engine market is also reason 
for epistemic and ethical concern, but space constraints preclude us from exploring this 
complex issue here. 

 

4 Blameworthiness? 

A question that remains to be addressed is the extent to which end users may be epis-
temically blameworthy for any false beliefs resulting from their use of Google Search. 
The above analysis suggest that users may often not be blameworthy, both i) on the 
basis of being legitimately ignorant of the need to fact check information so obtained, 
and ii) in that they cannot reasonably be expected to fulfil their epistemic obligation of 
fact checking all information so obtained. Firstly, whereas a user may be more obvi-
ously blameworthy for false beliefs that they acquire via social media, Google Search 
is generally considered to be trustworthy. It is less widely known that Google Search 
results are personalised and that this may affect the objectivity and reliability of search 
results. A user can plausibly be legitimately ignorant of having an epistemic obligation 

 
16 In as far as secrecy around signals protects the system from being gamed, this may be epistem-

ically justified, provided that the epistemic damage incurred by such gaming outweighs the 
reduced epistemic agency of the user in not knowing the specifics of given search results. 
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to fact check information gained via Google Search, especially when it is presented 
high up on a SERP. In addition, even if a user were to be aware that personalisation 
potentially leads to epistemically problematic results, it is not always obvious when this 
occurs. It is impossible to know what factors have gone into the personalisation of any 
given result, and it is practically impossible to fact check all results to all one’s queries. 
The user akso needs to trust that Google Search’s metrics for reliability are accurate 
and effective and that the system has not been gamed in any given instance. Moreover, 
even if it becomes clear that a given search result needs fact checking, it is not clear 
that further online informational searches will fare any better. A user will have to use 
other, independent markers of authoritativeness and reliability. Finally, there are very 
few viable alternatives to Google Search, and it is not at all clear that they fare any 
better in terms of our criteria. And the internet remains the largest and most easily ac-
cessible deposit of general information. It is difficult for a user to avoid the internet 
when looking for information. All of this leaves very little room for according blame 
to those who adhere to false beliefs obtained from using Google Search in good faith. 
It also suggests that the excessive focus on the individual and their epistemic duties in 
countering the spread of misinformation is misplaced. Attention needs to be paid to the 
design and functioning of the primary tools that allow users to access our main reposi-
tory of information, namely search engines.  
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